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Abstract: Age estimation is a valuable forensic tool for criminal investigators since it helps to identify minors or possible
offenders in Child Sexual Exploitation Materials (CSEM). Nowadays, Deep Learning methods are considered
state-of-the-art for general age estimation. However, they have low performance in predicting the age of
minors and older adults because of the few examples of these age groups in the existing datasets. Moreover,
facial occlusion is used by offenders in certain CSEM, trying to hide the identity of the victims, which may also
affect the performance of age estimators. In this work, we assess the performance of six deep-learning-based
age estimators on non-occluded and occluded facial images. We selected FG-Net and APPA-REAL datasets
to evaluate the models under non-occluded conditions. To assess the models under occluded conditions, we
created synthetically occluded versions of the non-occluded datasets by drawing eye and mouth black masks to
simulate the conditions observed in some CSEM images. Experimental results showed that the evaluated age
estimators are affected more by eye occlusion than by mouth occlusion. Also, facial occlusion affects more
the accuracy of the age estimation of minors and the elderly compared to other age groups. We expect that
this study could become an initial benchmark for age estimation under non-occluded and occluded conditions,
especially for forensic applications like victim profiling on CSEM where age estimation is essential.

1 INTRODUCTION

Age estimation has been an active research topic in
Computer Vision due to its applications in the field
of security and human-computer interaction [1] [2].
Nowadays, the COVID-19 pandemic has increased
the use of the Internet as a communication tool by
everybody, including children. However, they may be
more exposed to online risks such as sexual abuse and
exploitation. In the first months of the pandemic, Eu-
ropol reported that the demand for Child Sexual Ex-
ploitation Material (CSEM) had increased up to 25%
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in some Member States1. Thus, new forensic tools
have been developed to support Law Enforcement
Agencies (LEAs) during the identification of victims
from CSEM and speed-up the analysis process [3, 4].
These tools required an accurate age estimation to de-
tect potential victims.

However, age estimation from facial images is still
an open problem in Computer Vision due to exter-
nal and internal factors, e.g., image quality, changes
in expression, pose and illumination, and the ageing
process itself [2, 5]. These are common issues seen
in some CSEM images [6], which are also usually af-
fected by face occlusion. Offenders tend to cover the
face of victims using accessories or items present in
the scene seeking to hide their identity [7], or they
draw later, over the images, artificial black masks to
cover the victim’s eyes. Facial occlusion may affect

1https://portal.ieu-monitoring.com/editorial/eu-
commission-proposes-new-rules-to-protect-children-
against-sexual-abuse
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the performance of age estimators since it has been
shown that regions such as the eyes and mouth cor-
ners are important features for predicting age.

Deep Learning methods has contributed to im-
proving the performance in age estimation [8, 9, 10,
11, 12, 13, 14, 15, 16, 17], being now Deep Learn-
ing the state-of-the-art. However, Deep Learning-
based approaches are trained mostly with unbalanced
datasets composed of non-occluded facial images [5].
Besides, only a few works have studied the effect of
facial occlusion during age estimation [18, 19, 20,
21], despite regions such as eyes and mouth corners
are important features during the age prediction.

In this work, we assess the effect of occlusion dur-
ing age estimation. Specifically, we present a com-
parison of the performance of six state-of-art age esti-
mation models with non-occluded and occluded facial
images. For this comparison, we choose two publicly
available datasets for age estimation FG-Net [22], and
APPA-REAL [23] datasets, reference for this task,
that contain non-occluded images between 0 and 70+
years. Although people can have sunglasses in a few
cases, we considered these datasets suitable for eval-
uating non-occluded conditions. Moreover, we cre-
ated synthetic versions of FG-Net and APPA-REAL
datasets by automatically adding eye and mouth oc-
clusion using black masks. We choose eye occlusion
to simulate the conditions present in some CSEM im-
ages and mouth occlusion to simulate the occlusion
caused by face masks. Besides, we analyse the per-
formance of the age estimators using the Mean Abso-
lute Error (MAE) for eight age groups between 0 and
70+. The results of this study are expected to be used
as an age estimation benchmark for forensic applica-
tions and help in the development of age estimators
robust to eye and mouth facial occlusion.

2 RELATED WORKS

2.1 Age Estimation Models

Age estimation can be defined as the estimation from
a facial image of a specific age or a range of ages.
It is a challenging problem due to internal factors,
such as gender and race, and external factors, such as
lifestyle or environment. Nowadays, this problem is
addressed mostly using Deep Learning-based models
that extract features automatically and do not depend
on handcrafted features [8, 9, 10, 11, 12, 13, 14, 15,
16, 17].

Rothe et al. [8] proposed Deep EXpectation of
apparent age (DEX), a method to address the age es-
timation as a classification problem. DEX is built us-

ing the VGG16 architecture [24] pre-trained on the
ImageNet dataset [25], and fine-tune with the IMBD
dataset. DEX yield an MAE of 3.22 on the IMDB-
Wiki dataset.

Niu et al. [9] have proposed an End-to-End learn-
ing approach for Ordinal Regression with Multiple
Output CNN for Age Estimation (ORD). This ap-
proach transforms an ordinal regression problem into
a series of binary classification problems that are
solved using the outputs of the multiple CNNs. ORD
obtained an MAE of 3.27 on the MORPH dataset
[26].

Gao et al. [10] presented a Deep Label Dis-
tribution Learning With Label Ambiguity (DLDL)
method. This method was successfully used to label
ambiguity while learning the features and the classi-
fier. This prevents the model from over-fit even with
small datasets. DLDL was evaluated with MORPH
and ChaLearn2015, achieving an MAE of 2.42 and
3.22, respectively. Later, Gao et al. [11] proposed
an improvement of DLDL using a lightweight net-
work architecture with a unified framework to jointly
learn age distribution and regress age based on the
VGG16 architecture. DLDLv2 was also assessed
with MORPH and ChaLearn2015 datasets, obtaining
an MAE of 3.54 and 1.97, respectively.

Pan et al. [12] proposed a new loss function,
Mean-Variance (MV) loss which penalizes differ-
ences between the mean and the variance of the esti-
mated age distribution and the true age. MV and soft-
max loss are embedded into a CNN for age estima-
tion. This approach was evaluated with the datasets
FG-Net (MAE of 2.68) and MORPH (MAE of 2.16).

Yang et al. [13] proposed a novel CNN for age es-
timation with a compact model called SSR-Net. The
model estimates an initial age using multi-class clas-
sification and refines the predictions using regression
to compute the expected age values. SSR-Net yielded
an MAE of 3.16 on the MORPH2 dataset. Similarly,
Serengil et al. [15] created a lightweight framework
called Deepface for face recognition and facial at-
tribute analysis, including age estimation. The age
estimator is based on the VGG16 architecture and
achieved an MAE of 4.65 on the IMDB-WIKI dataset.

Lin et al. [14] proposed a method called Leverag-
ing Face Parsing Attention for Age Estimation (FP-
Age), which incorporates facial semantics during age
estimation. The model learn to correctly focus on the
informative facial components from unaligned facial
images regardless of the head pose and the non-rigid
deformation. A clean version of the IMDB-WIKI
dataset was created to train and test the model achiev-
ing an MAE of 4.68. Besides, FP-Age was tested on
the MORPH obtaining an MAE of 1.90.
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Hiba et al. [16] proposed a dual image augmenta-
tion method based on attention to build an age estima-
tor and a probabilistic hierarchical regressor frame-
work to estimate the age labels. The data augmenta-
tion method allows the model to use multiple facial
image augmentations whose embeddings were aggre-
gated by a Transformer-Encoder. This proposed ap-
proach achieved an MAE of 2.53 on the MORPH2
dataset using as backbone VGG16.

Shin et al. [17] proposed a general regression al-
gorithm called Moving Window Regression (MWR),
and applied it to age estimation. First, MWR obtains
an initial rank estimate of an input instance based on
the nearest neighbour criterion. Then, it refines the
estimated rank by selecting two reference instances to
form a search window and estimating the relative rank
(ρ-rank) within the search window, iteratively. The ρ-
rank measures how much greater is an input compared
to the first reference and how much smaller it is com-
pared to the second one. Lastly, a local and a global
regressor are used to manage the diverse character-
istics in different rank groups. MWR was tested on
the datasets MORPH2 (MAE of 2.13), ChaLearn2015
(MAE of 2.77), and UTK (MAE of 4.37).

Nevertheless, the reviewed age estimation meth-
ods were trained/tested using unbalanced datasets, i.e.
datasets with a few samples for minors and elderly
people compared to other ages. Hence, most of these
methods may have a large error on the age predic-
tion of the age of minors and the elderly. Besides, the
training/testing datasets are composed mostly by non-
occluded faces, and therefore, the accuracy of the age
estimation may also drop during the analysis of oc-
cluded faces. Moreover, the methods have not been
evaluated on a common dataset, which makes it diffi-
cult to compare their performance fairly, even only on
non-occluded images. This work presents a compar-
ison of several state-of-the are age estimators using
the FG-Net and the APPA-REAL datasets, aiming to
establish an initial benchmark for age estimation.

2.2 Age Estimation with occluded faces

Offenders sometimes cover facial regions, e.g. the
eyes, of CSEM victims to avoid their recognition,
which may also affect the performance of age estima-
tors used to detect victims in this material. Besides,
due to the COVID-19 pandemic, using face masks to
cover the mouth is common, which may also hinder
the performance of age estimation models. However,
only a few works have studied the effect of facial oc-
clusion in age estimation and focus on the creation of
models robust against occlusion [18, 19, 20, 21].

Yadav et al. [18] investigated which facial cues

are used by humans to estimate the age, the gender
and the ethnic. They analysed different facial regions
(i.e. the T-Region, binocular region, chin and mouth,
and masked eye) and how they influenced on the esti-
mation. As a result, they proposed an algorithm that
integrated the knowledge learned during manual age
estimation to enhance the facial recognition perfor-
mance. The models were trained using the datasets
MORPH, IIIT-Delhi and FG-Net.

Ye et al. [19] proposed a method to preserve the
privacy of a specific age range which estimates the
age of images with occluded eyes using a VGG archi-
tecture pre-trained on ImageNet and the IMDB-WIKI
dataset. They proposed an attention mechanism to
learn discriminative features from facial images. The
age was estimated within the eight groups of the Adi-
ence dataset achieving an accuracy of 66.50% and a
1-off accuracy of 94.98%.

Chaves et al. [20] evaluated the SSR-Net model
to estimate the age of minors and young adults us-
ing non-occluded and occluded facial images. They
proposed a strategy to improve the age estimation us-
ing both types of images to fine-tune pre-trained mod-
els on IMDB and MORPH datasets. The model was
trained using a combination of faces between 0-25
years from several publicly available datasets and ob-
tained an average MAE of 4.07.

Cai et al. [21] proposed an Occlusion Con-
trast (OCCO) method for mouth occlusion that ig-
nored the occluded region of the image and focused
on non-occluded areas. To achieve this, they used
self-supervised contrastive learning for learning non-
occluded features. Also, they used a cost-sensitive
strategy to constrain the learning of the classifier
and coped with unbalance data. OCCO was tested
with the ChaLearn2015 (MAE of 3.21) and MORPH
(MAE of 2.29) datasets.

Although the reviewed methods considered fa-
cial occlusion to built robust age estimators, they fo-
cused on a specific occluded region, e.g. eye or
mouth. Hence, similar to models developed consider-
ing mainly non-occluded faces, it is difficult to com-
pare their performance. To cope with this, we create
eye and mouth occluded versions of the FG-Net and
the APPA-REAL datasets to assess the performance
of state-of-the-art age estimators.

3 METHODOLOGY

We aim to assess the performance of age estimators
from faces under non-occluded and occluded condi-
tions to establish an initial age estimation benchmark
for forensic applications, see Fig. 1.
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Figure 1: Evaluation methodology.

First, we selected two publicly available datasets
for age estimation (FG-Net and APPA-REAL), com-
posed by non-occluded images, and created occluded
versions of them with eye and mouth occlusion draw-
ing black masks automatically. We carried out the eye
occlusion to reproduce the conditions present in some
CSEM images, and mouth occlusion to simulate the
occlusion caused by face masks.

Second, we chose six state-of-art age estima-
tion models and evaluated them using (a) the non-
occluded datasets and (b) the synthetically occluded
ones in terms of MAE and analysed their perfor-
mance considering eight age groups between 0 and
70+ years.

3.1 Non-Occluded Datasets

We selected the FG-Net and the APPA-REAL
datasets to evaluate the age estimation methods un-
der non-occluded conditions. Both datasets are pub-
licly available and contain non-occluded facial im-
ages. Besides, we inspected the datasets manually and
removed the images labelled with an incorrect age or
with no human face. After cleaning the datasets, they
contained 1002 facial images with the age range from
0 to 69 years old (FG-Net) and 6884 facial images
with the age varying between 1 and 100 years old
(APPA-REAL). Note that any image of the FG-Net
dataset was not removed during the manual verifica-
tion.

3.2 Creation of Occluded Datasets

In order to create synthetic occluded images, it is nec-
essary to recognize the area of the face to be covered.
Therefore, given a non-occluded facial image, first,
the Multi-Task Cascade CNN (MTCNN) [27] method
is used to identify the facial landmarks, i.e., the loca-
tion of the right and the left eye, and the right and the
left external points of the mouth. Second, the slope of
the lines that connect these points is obtained and em-
ployed to determine the position and the dimensions
of the rectangular mask to be drawn over the eyes and

Figure 2: Creation of eye and mouth occluded images.

the mouth, respectively. The dimensions of the rect-
angle covering the eyes are the 25% of the height and
the 95% of the width of the bounding box contain-
ing the face. While the dimensions of the rectangle to
cover the mouth correspond to the 25% of the height
and the 55% of the width of the bounding box con-
taining the face, as illustrated in Fig. 2. See the paper
[28] for more details.

3.3 Assessed Age Estimators

We chose six age estimators from the state-of-art con-
sidering the availability of public implementations
and the reported performance (see Section 2.1). These
methods are Deep EXpectation (DEX), Ordinal Re-
gression with Multiple Output CNN (ORD), Deep
Label Distribution Learning with Label ambiguity
(DLDL), Expectation of Label Distribution Learning
(DLDLv2), Mean-Variance Loss (MV), and Leverag-
ing Face Parsing Attention (FP-Age). More details
about the assessed methods are showed in Section 2.1.

In this work, we used the implementation of Yim-
ing Lin2 who re-implemented the selected age esti-
mators (DEX, ORD, DLDL, DLDLv2, MV and FP-
Age) from scratch using ResNet50 as a backbone. In-
put images were preprocessed using the RoI Tanh-
polar transform [29] and models were trained using a
clean version of the IMBD dataset [14], that contains
287683 images of people between 0 and 97 years,
without facial occlusion. Even though Yiming Lin’s
implementation does not replicate the exact training
conditions reported in the literature for the age es-
timators and the obtained results may vary from the
ones reported in the state-of-art for non-occluded im-
ages, since the models were built using the same con-
ditions, we considered that this implementation al-
lows us to make a fair comparison of the age esti-
mation performance using the non-occluded and oc-
cluded images.

3.4 Evaluation Metrics

We compared the performance of the models using
the Mean Absolute Error (MAE), which corresponds

2https://github.com/ibug-group/fpage
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to the average of the absolute errors between the pre-
dicted ages and the ground truth ones. Besides, sim-
ilar to [30], we analysed the MAE considering eight
age groups (i.e, 0-9, 10-19, 20-29, 30-39, 40-49, 50-
59, 60-69, and 70+ years) to identify the age ranges
where the models perform better. Finally, to mea-
sure the regularity of the age estimation over different
age ranges, we computed the standard deviation of the
MAE (σ) over the considered eight age groups.

4 EXPERIMENTAL RESULTS

Table 1, Table 2 and Table 3 condense, respectively,
the MAE, the standard deviation of the MAE (σ) and
the MAE for each of the eight age ranges between
0-97 years (see Section 3.4) obtained for the evalu-
ated age estimators (DEX, ORD, DLDL, DLDLv2,
MV and FP-Age) using non-occluded facial images
from the FG-Net and the APPA-REAL datasets, as
well as the performance of the models using the oc-
cluded versions of such datasets. Note that FG-Net
does not have images of ages 70+, so no results are
provided in that age group in those tables.

Results confirmed that all models perform poorly
in both, i.e. non-occluded and occluded images, on
pre-pubescents (0-9 years), pubescents (10-19 years)
and elderly people (60-97 years), in comparison to
the other age groups (20-59 years). In particular,
we observed for the APPA-REAL dataset (i.e., non-
occluded images), on average, an MAE of 15.58 for
0-9 years, 10.54 for 10-19 years, 5.83 for 20-59 years,
and 11.65 for 60-97 years. This difference in the per-
formance between the age groups is even higher on
the eye occluded version of the APPA-REAL dataset
where we obtained, in average, an MAE of 22.92
for 0-9 years, 16.10 for 10-19 years, 7.79 for 20-59
years, and 18.50 for 60-97 years. Presumably, this
performance is caused by the unbalance of the ex-
isting datasets used for building the age estimators,
which contain few examples in these age groups (pre-
pubescents, pubescents and elderly people).

Age estimators drop their performance when they
are used with occluded images, being slightly more
affected by the eye occlusion than when the occlu-
sion is on the mouth. This indicates that estimators
rely more on features from the eye region. More-
over, the best performance on non-occluded images
is achieved by MV on the FG-Net (MAE of 6.42) and
on the APPA-REAL (MAE of 8.03) datasets. In the
case of the occluded versions of the datasets, FP-Age
was the model that obtained the best performance on
the FG-Net (MAE of 9.90 and 9.66 for eye and mouth
occluded images) and on the APPA-REAL (MAE of

11.97 and 10.71 for eye and mouth occluded images)
datasets.

5 CONCLUSIONS

We present a comparison of the MAE of six age
estimators based on Deep Learning (DEX, ORD,
DLDL, DLDLv2, MV and FP-Age) by analysing non-
occluded facial images from two datasets (FG-Net
and APPA-REAL) and occluded facial images created
from the non-occluded ones by drawing black masks
over the eye and the mouth regions to simulate the oc-
clusion seen in some CSEM images and the occlusion
caused by wearing face masks.

Results show that age estimation models are
slightly affected more by the eye occlusion than by
the mouth one, indicating that estimators rely more
on features obtained from the eye region. Besides, it
is confirmed that models perform poorly in predicting
the age of minors (0-19 years) and elderly people (60+
years), in both, non-occluded and occluded images,
presumably because of the few examples of these age
groups in the existing datasets used for training the
age estimators. Moreover, MV and FP-Age achieved
the best performance on non-occluded and occluded
(i.e., eye and mouth) images, respectively.

This work aims to provide an initial benchmark
for the assessment of Deep Learning-based age esti-
mators and helps to understand the performance of
age estimation models under non-occluded and oc-
cluded conditions, which are relevant for forensic
applications that required age prediction, e.g. vic-
tim profiling on CSEM. Furthermore, future research
lines will focus on evaluating novel architectures such
as transformers to built age estimators robust against
facial occlusion.
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Table 1: Evaluation of the DEX, ORD, DLDL, DLDLv2, MV and FP-Age age estimators on the FG-Net and, the APPA-
REAL datasets (non-occluded images). The best MAE values are shown in bold.

Evaluation FG-Net dataset APPA-REAL dataset
Metric DEX DLDL DLDLv2 MV ORD FP-Age DEX DLDL DLDLv2 MV ORD FP-Age
MAE 0-9 yr 10.90 22.71 10.97 10.00 9.35 17.50 13.76 26.03 13.82 12.03 12.21 15.62
MAE 10-19 yr 7.69 13.34 7.20 7.78 7.63 11.00 9.45 15.87 9.45 9.02 9.20 10.26
MAE 20-29 yr 5.73 6.50 5.14 5.46 5.14 5.72 6.22 7.80 6.31 6.02 5.86 5.41
MAE 30-39 yr 4.44 3.89 4.40 4.35 4.71 3.29 4.80 4.94 5.01 4.83 4.75 4.09
MAE 40-49 yr 5.59 6.17 6.07 6.06 6.38 5.76 5.60 6.21 5.84 5.67 5.56 5.22
MAE 50-59 yr 4.69 6.67 4.07 3.88 4.69 5.84 6.81 6.81 6.56 6.41 6.32 6.93
MAE 60-69 yr 10.83 11.33 10.08 7.42 9.92 8.64 7.23 9.00 7.81 7.25 7.04 8.68
MAE 70+ yr — — — — — — 13.01 21.96 13.60 13.00 14.02 17.28
MAE 7.13 10.09 6.85 6.42 6.83 8.25 8.36 12.33 8.55 8.03 8.12 9.19
σ 2.56 5.97 2.53 1.98 2.02 4.41 3.17 7.48 3.23 2.85 3.17 4.60

Table 2: Evaluation of the DEX, ORD, DLDL, DLDLv2, MV and FP-Age age estimators on the eye occluded versions of the
FG-Net and, the APPA-REAL datasets . The best MAE values are shown in bold.

Evaluation FG-Net dataset APPA-REAL dataset
Metric DEX DLDL DLDLv2 MV ORC FP-Age DEX DLDL DLDLv2 MV ORC FP-Age
MAE 0-9 yr 19.20 27.81 20.48 23.67 20.10 20.10 21.68 28.46 21.92 25.59 21.45 18.41
MAE 10-19 yr 11.90 19.15 12.96 16.01 13.94 14.74 14.69 19.57 15.38 17.71 15.47 13.82
MAE 20-29 yr 6.77 12.09 8.42 9.85 8.36 8.08 7.96 11.51 8.69 10.52 9.04 7.60
MAE 30-39 yr 5.24 6.74 5.31 7.34 5.50 3.83 5.55 6.18 5.75 6.00 5.75 4.60
MAE 40-49 yr 8.09 6.30 6.84 8.29 6.49 5.35 7.69 6.34 7.71 6.96 6.86 6.00
MAE 50-59 yr 12.50 8.55 7.88 6.98 8.10 7.95 10.57 8.25 9.97 9.04 9.09 9.39
MAE 60-69 yr 11.00 11.83 10.39 12.39 9.56 9.27 13.00 12.53 11.59 10.88 12.19 12.56
MAE 70+ yr — — — — — — 25.47 28.47 23.79 22.82 25.28 23.40
MAE 10.67 13.21 10.33 12.07 10.29 9.90 13.33 15.16 13.10 13.69 13.14 11.97
σ 4.29 7.20 4.73 5.58 4.72 5.24 6.60 8.66 6.24 6.94 6.61 6.04

Table 3: Evaluation of the DEX, ORD, DLDL, DLDLv2, MV and FP-Age age estimators on the mouth occluded versions of
the FG-Net and, the APPA-REAL datasets. The best MAE values are shown in bold.

Evaluation FG-Net dataset APPA-REAL dataset
Metric DEX DLDL DLDLv2 MV ORD FP-Age DEX DLDL DLDLv2 MV ORC FP-Age
MAE 0-9 yr 14.95 24.65 15.75 14.82 15.88 19.15 17.08 27.40 16.61 16.49 16.57 16.21
MAE 10-19 yr 10.21 15.39 10.18 10.10 10.96 11.92 11.54 18.36 11.77 11.94 11.79 10.88
MAE 20-29 yr 4.98 7.82 5.22 5.13 5.56 5.64 5.79 9.56 5.89 5.90 5.67 5.22
MAE 30-39 yr 4.92 4.30 5.33 4.77 4.50 3.67 5.24 5.27 5.29 4.89 4.98 4.51
MAE 40-49 yr 7.70 6.69 8.09 7.77 6.82 6.69 8.22 6.19 8.59 8.05 8.06 6.59
MAE 50-59 yr 10.98 9.45 11.10 9.33 10.31 7.86 11.62 7.79 11.64 11.33 11.31 8.49
MAE 60-69 yr 19.61 17.22 20.17 17.44 16.94 12.66 15.82 12.74 15.38 16.47 15.05 11.09
MAE 70+ yr — — — — — — 25.46 25.84 25.11 25.79 25.19 22.65
MAE 10.48 12.22 10.83 9.90 10.14 9.66 12.60 14.14 12.53 12.61 12.33 10.71
σ 4.97 6.65 5.09 4.39 4.53 4.90 6.30 8.18 6.09 6.43 6.21 5.74
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[28] R. Biswas, V. González-Castro, E. Fidalgo, and
E. Alegre, “A new perceptual hashing method
for verification and identity classification of
occluded faces,” Image and Vision Computing,
vol. 113, p. 104245, 2021. [Online]. Avail-
able: https://www.sciencedirect.com/science/
article/pii/S0262885621001505

[29] Y. Lin, J. Shen, Y. Wang, and M. Pantic, “Roi
tanh-polar transformer network for face parsing
in the wild,” Image and Vision Computing,
vol. 112, p. 104190, 2021. [Online]. Avail-
able: https://www.sciencedirect.com/science/
article/pii/S0262885621000950

[30] A. Greco, “Guess the age 2021: Age estimation
from facial images with deep convolutional neu-
ral networks,” in Computer Analysis of Images
and Patterns, N. Tsapatsoulis, A. Panayides,
T. Theocharides, A. Lanitis, C. Pattichis, and
M. Vento, Eds. Cham: Springer International
Publishing, 2021, pp. 265–274.

XLIII Jornadas de Automática

979

Visión por computador

https://doi.org/10.17979/spudc.9788497498418.0972

https://creativecommons.org/licenses/by-nc-sa/4.0/deed.es



