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Abstract

Understanding why a robot's behaviour was triggered is a growing concern to get

human-acceptable social robots. Every action, expected and unexpected, should be

able to be explained and audited. The formal model proposed here deals with differ-

ent information levels, from low-level data, such as sensors' data logging; to high-

level data that provide an explanation of the robot's behaviour. This study examines

the impact on the robot system of a custom log engine based on a custom ROS log-

ging node and investigates pros and cons when used together with a NoSQL data-

base locally and in a cloud environment. Results allow to characterize these

alternatives and explore the best strategy for offering a fully log-based accountability

engine that maximizes the mapping between robot behaviour and robot logs.
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1 | INTRODUCTION

Managing a robot in a well-known environment, such as a laboratory, might be an affordable task. However, the complexity grows exponentially

when moving to a public space. Such spaces do not use a predefined input-data set since the interaction with a robot is open and free. Therefore,

it is necessary to have an auditing system, which allows for knowing the trigger of a transient or even unexpected behaviour on a device in regular

use and provides a mechanism to analyse the device status after an incident.

Accountability in robotics implies that any robot is in charge of logging its activities with verifiable evidence so that any robot action is trace-

able, and the events that triggered the action are identified (Xiao, 2009). Thus, current cybersecurity standards are pushing for reaching that point.

IEC 62443 is an Industrial cybersecurity standard defining the set of specifications and requirements fundamental to obtain compliance. A closer

look at this standard presents items such as the one presented in IEC 62443-3-3 that specifies systems capable of generating audit records

through the process of spawning logs (DesRuisseaux, 2018). These audit records or logs should generate accountability, which is the most impor-

tant requisite towards explainability. The aim is to establish an accountability mechanism as a healthcare system does in its standards. For

Abbreviations: CG, conceptual graph; PM, Perfect Mapping; ROS, robot operating system.
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instance, the IEC 60601-1-10 rule establishes general requirements for safety and clinical essential performance proposing a log-based auditing

system.

Consequently, to find out who is legally responsible for any incorrect behaviour performed by an autonomous agent, it is necessary to estab-

lish monitoring, logging, and secure recording mechanisms in the current logging system not at odds with performance. Nevertheless, at a first

sight, any logging system would be considered as an accountability system, there are different open perspectives that add complexity for its use.

First, is the normalization perspective, like the one explored by Yoon and Shao. They propose a formal approximation proposing the Accountable

Data Logging Protocol (ADLP) (Yoon & Shao, 2019). This mechanism is tested in a real robot evaluating its performance over the robot; however,

the results imply spoilage of performance. This opens the performance perspective (Ding et al., 2015), where the overhead incurred by intensive

logging is non-negligible added to the concept of redundant logs. Finally, there is a legal perspective facing the problems with logs such as privacy

(Miller, 2017) or cybersecurity to log files, which opens the use of BlockChain-based technologies (White et al., 2019) or encrypted decentralized

logging infrastructures like the one proposed by Lee et al. (2020), which are not explored in this research but leave the way open for further

development and analysis.

This research proposes to use these logs for providing evidence of responsibility of the software components that trigger the facts of robot

behaviour. Our aim is to provide a real-time inspection tool like the one proposed by Theodorou et al. (2017) and its tool ABOD3 (Theodorou &

Bryson, 2017), but using an approach based on Robot Operating System ROS (Quigley et al., 2009), as well as quantitative measuring the central-

ized versus decentralized alternatives of logs. Two logging perspectives are considered: a low-profile perspective to manage raw information, use-

ful for developers and deployers; and a high-profile perspective to explain robot behaviour in a human-understandable manner, useful for the

general public.

The accountability system should be faced from a middleware-free approach, for this reason, this research has been working in a three layer

approach described in previous research (Matellán et al., 2021; Rodríguez-Lera et al., 2019; Rodríguez-Lera, Santamarta, et al., 2020). However,

the authors also believe that the accountability system should be faced from any of the most extended robotic middleware. Robot Operating Sys-

tem (ROS 1 (Quigley et al., 2009)) is probably the best framework to study accountability in autonomous robots since it is the de-facto standard in

robotics. ROS logging engine is the primary tool for explaining robot behaviour. Besides, there is a considerable number of ad-hoc tools to evalu-

ate robot performance. For instance, there are solutions to get statistics about message interchange or to provide network introspection services;

see (Bihlmaier et al., 2016). In (Rodríguez-Lera, Santamarta, et al., 2020), authors show some of the most popular tools according to a three-factor

metric: (1) they are available online in ROS repositories or ROS wiki-forum; (2) they are available online in GitHub, and it has been forked, or

(3) the tool has been used in a well-known conference, such as the ROSPlan dispatcher or the rqt plugin (Lima & Ventura, 2018).

Thus, the Research Questions that arises would be presented as: What is the impact on the robot system when the pre-defined middleware

is customized for deploying a logging system using both on-board and a cloud computing approach.

In a prior work (Rodríguez-Lera, Santamarta, et al., 2020), authors naively proposed a formal view of an audit process in autonomous robots

tracing the links between logs and robot behaviours. This study presents an update based on what we call facts, revisiting the three-layer account-

ability. The main contributions posed were an overview, modelling, and formalization of the three perspectives of accountability for autonomous

robots; a GUI tool to graphically illustrate the knowledge supported on Conceptual Graphs, specifically designed for event identification and envi-

ronmental monitoring; and finally, a proof of concept summarizing the information dumped on each level using a set of debugging tools developed

during the research. However, all this visual information is still supported on logs. These tools simplify the process of auditing and visualizing at a

high level, but still, the logs take an important role in the system.

The main drawback associated with logs has to do with performance. In order to gather enough data to provide accounting services, it is nec-

essary to set the logger level as verbose as possible. Such configuration is compute-demanding and usually has a negative effect on the robot's

performance. We have explored alternatives to that path too (Fernández-Becerra et al., 2021). This work investigates a mechanism based on sys-

calls and the sysdig tool; however, it would be complicated for an external auditor to trace this option. Besides, our findings on logging storing at

least hint that it is necessary to explore a mechanism for optimizing the logging process in size and number.

Authors in Shishkov et al. (2017) explore an alternative mechanism based on middle-out modelling supported on the robot architecture. How-

ever, there is a gap between the presentation of the information and the linking of both perspectives, raw logs and architecture components.

Niemueller et al. (2012) partially faced logging issues with a ROS package that harvests logs in a well-defined manner and dumps them into a non-

relational database (MongoDB). This study challenges the problem through the use of a NoSQL database to gather and store raw data; however,

we are different from previous studies in two main ways. First, we present a ROS-integrated solution by rewriting the ROS core logging engine

and evaluating adapted and full logging options. Secondly, we have evaluated the system performance when facing the issue on-board or into a

cloud solution, which in turn we have divided into two options, a custom private option and a commercial option MongoDB Atlas1 in its free

version.

According to the above, this paper contribution is presented as the corollary of our previous research in order to exhaustively analyse an

answer to the research question. Here, it is bounded the performance concept to system efficiency, number of logs and space required for storing

the logs and finally it is outlined the challenges explored in this research and summarized the results grading each alternative explored.
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The rest of this paper is organized as follows: Section 2 describes our proposal for accounting services introduces our accountability formali-

zation and discusses the different experiments proposed in this paper. Section 3 presents and discusses the results obtained. In Section 4, we

expose our observations from the experiment results. Finally, Section 5 summarizes the conclusions and the further work.

2 | MATERIALS AND METHODS

In this section, we first introduce an architecture to provide accounting services. Afterward, we describe the experimental procedure for evaluat-

ing the research question and the associated metrics.

2.1 | Accountability architecture

This section poses our proposal for a three-layer accountability architecture. As mentioned above the first layer matches the logging engine, the

second layer is in charge of gathering data about events related to the robot's interaction with its environment, and finally, the third layer illus-

trates the robot's behaviours. To match behaviours with software components we must consider two main aspects: first, we need to gather raw

data from software components; and second, we have to establish the relationships between the elements of different layers. Thus, the logging

layer is the most important artefact in the proposed accountability system.

The tools used in this and prior research allow for fulfilling both open data and transparency requisites (Carolan, 2016). According to Carolan's

and Attard's research (Attard et al., 2015), it is necessary to reach two milestones: first (ℳ1), anyone should be able to find, access and use the

accountability data; and second (ℳ2), our accountability system needs to provide accuracy, completeness, consistency and accessibility, thus we

must provide the right information, in the right way, and at the right time.

2.1.1 | Accountability dimensions

Setting down the accountability concept (Deber, 2014) into an autonomous robot environment means having robot events to be answerable to

someone, for meeting defined objectives by all actors involved from manufacturer and client/user perspectives. Establishing an accountability

engine in an autonomous robot varies attending the components and actors involved. The aim is to answer the what, by whom, to whom and

how defined by Deber (2014). Every robot act has potential expected or unexpected consequences. Therefore, an accountability system should

ensure the robot's duty while maintaining a good performance.

Any robot event should be liable to be traced. Given the event concept, defined as a fact that happens, there are some events associated with

its physical nature, visually identified or tangible measured presenting a set of physical effects (for instance: a broken gear). Besides, there are

purely logical events at a software layer, where a set of components are doing tasks and making decisions (for instance, the laser sensor driver is

sending malformed messages). Finally, there are events at robot behaviour that have associated multiple physical and robot events (laser

malfunctioning and malformed message triggers a blind robot). This is what we define as mixed accountability. Figure 1 presents our description

for a high-level three-dimensional accountable robot. It is necessary to account, for physical and logical events in addition to the robot behaviour

F IGURE 1 High-level dimensions for an accountable robot

RODRÍGUEZ-LERA ET AL. 3 of 21
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level events located in the mixed area. This study focus on the logical and mixed area. The accountability of pure physical components (as legal

regulation of robot components) is out of the scope of this study.

Among the element enumerated, an accounting system should provide a set of mapping functions between robot software components,

behaviours and the associated events. We need to think about the sources of information that must be included in the accountability model and

which ones are the most reliable for external auditors.

This research started with a three-layer accountability system that models occurrences attending to its nature.

Logging: The accountability in this layer is understood as a system that manages information dumped by software components running on the

robot.

Event: This accountability engine here should manage data triggered from specific situations. From our perspective, an event is just a piece of

data that depicts a specific situation happening, such as recognizing an object or triggering an inner status.

Behaviour: Accountability here is viewed in terms of data related to the robot's behaviour allowing to know which components run a specific

behaviour and the events that triggered it. Consequently, we can identify the software components responsible for the robot's behaviour. At this

layer, it is required a certain level of interaction with the physical world (a dialogue, a gesture or a robot action).

In the first layer (logging layer), the mapping between components and events is performed from raw data registered in system logs. This

research uses two different modes inspired by Butin et al. (2013): DEBUG and ADAPTED. The DEBUG mode is used when users need to check

every log engine running: OS, middleware (e.g., ROS), and robotics applications. Nevertheless, such a mode is meant to be used during specific

periods of time. On the other hand, the ADAPTED mode is meant to gather just specific data from some components focusing on critical informa-

tion about the robot's behaviour.

In the second layer (event layer), we gather information about planning. The mapping is done by matching each event with its associated com-

ponents. The events are depicted using conceptual graphs (CGs) (Van Harmelen et al., 2008) since they are the most popular method to illustrate

such kind of information (Kapitanovsky & Maimon, 1993; Manso et al., 2015; Zender et al., 2008). This layer proposes two main elements: Nodes

and Links. Nodes are unique pieces of knowledge. The nodes depict people, robots, objects, and anything in the environment. A node is the

smallest unit of knowledge in our proposal and it cannot be split. Links committed for connecting nodes are those for introducing position and

those for introducing actions.

The third layer (behaviour layer) is the log information associated with cognition and behaviour data. It maps the events triggering a specific

robot's behaviour and the physical actions associated. This means that it is required an external witness, which can be an individual or a third-

party component.

This alignment process between software components and robot actions was considered in (Rodríguez-Lera, Guerrero-Higueras, et al., 2020).

The three layers are highly supported on logging, which guarantees (ℳ1). As a consequence, we have been working on them separately.

2.1.2 | Formalization

Given the ROS nature, previous accountability research in distributed, networked, or cloud systems gave us the inspiration for providing a formali-

zation of an accountability system for autonomous robots (Xiao et al., 2016). An accountability service (A) for an autonomous robot ℛmay be

posed as a three-element tuple: components (C), events (E), and behaviours (ℬ); see Equation (1).

AR ¼ ⟨C,E,ℬ⟩: ð1Þ

A component (C) identifies both a hardware or software item. However, this paper emphasizes software items that are continuously generat-

ing facts during its operational mode. Thus, a component is a software item with a specific interface and functionality (Oreback, 1999). An event

(E) describes an occurrence happening in a bare instant and a specific scenario as a result of n facts. A behaviour (ℬ) describes a robot action trig-

gered by one or multiple events.

An accountable engine handles the assignment of responsibilities. It can be modelled as the mapping functions shown in Equations (2) and (3).

Cedenotes a subset of event/s caused by one or many specific facts available in a component C. Ebdenotes a subset of events Ethat cause a spe-

cific robot behaviour b. Therefore, the α function takes an event e as input and returns the facts from the component/s that triggers it. The β func-

tion takes a robot's behaviour b as input and returns the event/s causing it.

α : E! CejCe ⊆ Cf g, ð2Þ

β :ℬ! EbjEb ⊆ Ef g: ð3Þ

4 of 21 RODRÍGUEZ-LERA ET AL.
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Under ideal conditions, mapping functions always output the correct results. Such a situation is known as Perfect Mapping (PM) (Xiao

et al., 2016). Any α mapping function becomes a PM if and only if CejPMincludes all facts that a component/s cause the event e; see Equation (4).

Moreover, any β mapping function becomes a PM if and only if EbjPMincludes all the events that triggers behaviour b; see Equation (5).

α eð Þ¼ CejPM ⊆ C, ð4Þ

β cð Þ¼ EbjPM ⊆ E: ð5Þ

Nowadays, the diversity of onboard and cloud software components makes difficult the PM. Every software component may provide enough

information for a correct mapping as long as none of the results are incorrect. However, external components make the accountability system less

reliable, since not all responsible parties can be identified straight away. For instance, an online recognition service would offer minimal log infor-

mation based on REST API. Typically, we have non-complete sets of components CejPM, see Equation (6); or a non-complete sets of events ℬcjPM,

see Equation (7).

α eð Þ¼ Ce �CejPM ⊆ C, ð6Þ

β cð Þ¼ Eb �EbjPM ⊆ E: ð7Þ

This formalization is illustrated in Figure 2. The presented diagram simplifies the process explained in Matellán et al. (2021). There we can see

a set of observable robot behaviour, events and logging facts. The Perfect Mapping is illustrated in 1, 3 and 4 events, where it is possible to track

from component facts, the events triggered and the visible results. However, we have visible no traceable behaviours (number 2) which are arisen

with no direct translation (for instance a stalled behaviour that is triggered after a period of time). Component C2 shows a fact that is not associ-

ated (apparently) with any direct behaviour. Component C7 shows an event that triggers a new event and behaviour, with no clear fact. We can

have this situation from a cloud solution given events out of the robot system.

2.1.3 | Example

This section illustrates the formalization and the three dimensions explained above through an example. We have deployed an accountability sys-

tem according to the model depicted in Section 2.1. The system is supported by prior researches (Rodríguez et al., 2011; Rodríguez-Lera,

Guerrero-Higueras, et al., 2020). The goal is to present a process to somehow check if the robot is performing adequately and audit that each

robot behaviour has associated some information in its logs minimizing its number in space and processing. The scenario presents a robot in a

F IGURE 2 High-level dimensions for an accountable robot
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green RoboCup soccer field with white lines, blue and yellow nets and an orange ball, which is the only element that would change its position.

The robot has three main behaviours: 1) look for the orange ball, look for the yellow net and look for the blue net. These three “look for” behav-
iours imply the navigation of the robot running in a Finite State Machine manner, jumping from one to another behaviour every 30 s. Figure 3 pre-

sents the Turtlebot robot in the simulated environment. There is a video demonstration illustrating the example proposed above and the

experiment is available online.2

To justify the accountability dimensions and their relationship with the logging system, each element is explored individually.

Logging: As mentioned above, this layer gathers raw data from every robot system (OS, middleware, applications). Below an illustration of

such data is shown: messages from the robot's navigation stack, or its localization system.

[Adapted] Received new location requests (x) 25, (y) 33

[Debug] Sending wheel request

[Adapted] [Navigation] Starting drive now

[Debug] [Navigation] Moving the four wheels at speed 1

[Debug] I see yellow net at: 21 x, 33 y

[Debug] I see yellow net at: 22 x, 33 y

[Debug] I see yellow net at: 23 x, 33 y

[Debug] I see yellow net at: 24 x, 33 y

[Adapted] [Localization] Reaching position (x) 25, (y) 33

[Adapted] [Perception] Selected object 12

Event: The logging layer also captures the event-related information. Despite the number of events can be huge, the amount of data is lower

than in the logging layer.

[Adapted] Robot Leia wants see ball

[Adapted] Robot Leia wants see blue net

[Adapted] Robot sees yellow net

Behaviour: The behaviour logging is not different from previous, with elaborated behaviour-related information and represents actions

running.

[Adapted] [state 1] Searching Blue Net.

[Adapted] [state 2] Searching Yellow Net.

[Adapted] [state 3] Searching Ball.

This example shows a representation of the information gathered from the ROS logging engine. Nevertheless, in this research, it is proposed

the use of visualization tools for guaranteeingℳ1and (ℳ2), simplifying the accessibility to auditors.

In our research, event-related data is visualized by using a tool we have developed for such a purpose and the information about behaviour is

obtained.

Event: Figure 4 (right) illustrates the event layer. It shows the Computational graph of the system. It is a rqt package of the ROS framework. It

depicts an illustrative abstraction of each object's location in the World. ROS uses the tf engine for managing relative locations. Specifically, it

shows a scene in which the robot, the goals, and the balls, have already a relative location in the World. Besides, it shows an action carried out by

the robot: the robot (Leia) sees an object (orange ball): Leiaj j!sees
ballj j.

Behaviour: Figure 4 (left) illustrates the behaviour layer. It shows a workflow of finite state machines through the VICODE tool (VIsual COm-

ponent DEsigner) (Martín et al., 2013). The tool allows robot behaviour generation (and also source code generation) and it also provides

6 of 21 RODRÍGUEZ-LERA ET AL.
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visualization tools for comprehending robot behaviours easily. The finite state machines depict a set of behaviour related to the search for differ-

ent objects. It is supported on three elements: (a) States: the robot looks for the yellow goal, the blue goal, and again the ball; (b) Initial state: the

robot starts looking for an orange ball; and (c) Final state: the application shuts down. The system iterates between states over time; every 15 s,

the control architecture changes the robot state; therefore, changing the robot behaviour (green colour highlights the current state). Every state is

associated with a blue ball that defines the software component running the robot behaviour at a specific time.

For the purpose of ensuring future compatibility, the main challenge we have to face and evaluate is to handle system performance when

deploying an accountability system based on logs. The high number of software components in a distributed middleware, such as ROS, gener-

ates an overwhelming amount of information. Thus, when adapting logs it is necessary to avoid missing information and protect the mapping

between robot behaviours and logs. Thus, a DEBUG-mode logging engine is too demanding in terms of computing, and it would affect the

robot's performance. On the other hand, an ADAPTED-mode logging engine does not allow for reaching the PM. The study proposed here

introduces an alternative to external log managers, such as Kafka (Kreps et al., 2011) that has been explored by the authors (Fernández-

Becerra et al., 2021). Instead, the ROS core is modified to adapt the logs and store them not only on-board the robot but also in the cloud.

The next experiment will explore the system performance under different strategies in order to guarantee Perfect Mapping in a robot

accountability system.

F IGURE 4 Visualization tools involved in event and behaviour accountability dimensions: (Left) Visual accounting through VICODE tool. It
illustrates robot behaviour at finite state machine stile. (Right) Visual accounting through knowledge graph tool. It presents the set of events
triggered in a robot

F IGURE 3 Gazebo simulator with Turtlebot 2 robot deployed in a soccer field
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2.2 | Experimentation

In order to explore further the logs' conduct, it is proposed a new experimental layout. It is proposed an experiment which is based on moving a

Turtlebot robot in a simulated apartment. We have defined a set of points that the robot has to reach. Thus, the robot is navigating between these

points chosen randomly. After navigating to each point, the robot starts rotating, simulating that it is inspecting its surroundings.

To evaluate the logging behaviour in this scenario we have tested the performance of our solution by comparing it with the ROS default con-

figuration on seven alternative assessment scenarios.

2.2.1 | Assessment scenarios

We have selected seven assessment scenarios to evaluate our proposal. Each one defines a different configuration for the accountability engine.

We have carried out a single experiment with every scenario. In our experiment, the robot navigates through different points of the mock-up

apartment at Leon@home Testbed,3 an official testbed of the European Robotics League. The task is carried out for 15 min. Such a time period

will provide us with an overview of the performance and the impact on the system.

Scenarios 1 and 2 state the comparison point with other configuration schemes.

1. Baseline_File. This scenario matches the default accountability engine in ROS where log data are stored in files. Besides, it gathers all the infor-

mation managed by ROS Topics.

2. Baseline_MongoDB. In this scenario, we also use the default accountability engine in ROS, but instead of dumping log data to files, we use a

NoSQL database (MongoDB) to store logging data. The entries of the database are based on the ROS logging messages. As a result, they are

composed of the username, the ROS Master URI, the ROS IP, the ROS Hostname, the logging level; the logging message text; and the file, the

function, the ROS node and the line where it takes place.

The following scenarios proposes two alternatives for evaluating the system performance with high-volume logging schema.

3. File_Adapted. This scenario also poses a dump-to-file approach. Unlike scenario 1, it is not stored the topic information of the node generating

the logs. This is because in every ROS 1 log the information from topics is gathered and added into the logs, which is irrelevant for the Perfect

Mapping process. It is used for evaluating the ratio of processing data.

4. MongoDB_Dates. This scenario is similar to the above, but as in scenario 2, we use a NoSQL database to gather accountability data slightly

modified (Figure 5). In addition to the basic ROS message, it is included two timestamps: creation_date, which defines when the ROS message

was generated; and save_date, which is stored in the message just before committing into the database. This will help us to understand the

time that a message has been queued in the system.

Traditional deployments of accountability systems use local filesystems to store log data. We want to evaluate the benefits of cloud storage

for logging data. A cloud log data repository provides a custom-built and high-performance infrastructure that ensures the logging data availability

out of the robot. Similar approaches have been proposed using Blockchain methods (White et al., 2019). However, here is suggested an alterna-

tive supported in MongoDB. We promote the usage of MongoDB since not only it can store a vast volume of data, but also it has a set of query

F IGURE 5 Message proposal for MongoDB

8 of 21 RODRÍGUEZ-LERA ET AL.

 14680394, 2022, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.13004 by B

ucle - U
niversidad D

e L
eon, W

iley O
nline L

ibrary on [21/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



engines and indexing features that simplifies the accountability process. Besides, we have used Multi-Thread (MT) to parallelize the storage of the

logs. The following scenarios aim to evaluate the performance of accountability systems with cloud storage.

5. MongoDB_Cloud. This scenario moves the logging data database to a cloud custom environment.

6. MongoDB_Cloud (MT). This scenario is similar to the above but it uses an enhanced version of our software supporting Multi-Thread.

7. MongoDB_DBaaS. This scenario proposes the use of a free-of-use MongoDB system deployed in the cloud. Specifically, we use MongoDB

Atlas.

2.2.2 | Metrics

We have used several metrics to benchmark the impact of the accountability system over the above scenarios. Regarding the logs, we have con-

sidered the overall number of logs processed during an experiment and their size. Concerning the system performance, we consider not only CPU

and disk usage, but also network and messages sent and dropped. Relating to the performance of software components, it is important to point

out that our solution overwrites the ROS default logging engine (Rosout). Thus, this study analyzes the impact of the accountability system just

focusing on this component in each scenario.

We use Dstat to gather data for the evaluation. It replaces vmstat, iostat, netstat and ifstat. Dstat overcomes some of its limitations and

includes some extra features. It is handy for monitoring systems during performance tuning tests, benchmarks or troubleshooting.

2.2.3 | Hardware description

The onboard evaluation was carried out on a desktop with 16 GB RAM of DDR4. It has an Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz with

4 cores and is able to run 2 threads per core. On the other hand, the network card is an Ethernet controller: Realtek Semiconductor Co., Ltd.

RTL8111/8168/8411 PCI Express Gigabit Ethernet Controller. Finally, the disk used was a Western Digital Blue Hard Disk, specifically WDC

WD10EZEX-08WN4A0.

2.2.4 | Software artefacts

To address the accountability issue in ROS (Noetic), we have developed an alternative to the Rosout node. Rosout provides the logging feature

for messages in ROS and it stores information in different log files attending the framework guidelines. We have selected a NoSQL database to

store accountability data. Specifically, we use MongoDB (version 4.4.2). The communication with the database is deployed in the cloud both using

TLS 1.3 in the MongoDB Cloud option and TLS 1.2 in the Atlas option. Our solution is developed in Ubuntu 20.04 and Python3 (specifically 3.8.5)

and it is freely available online in GitHub.4

3 | RESULTS

This section summarizes the results of our experiments in order to find out which is the most suitable logging level in terms of performance using

both on-board and cloud computing.

3.1 | Log benchmarking

Table 1 shows the number of log files as well as their overall size for assessment scenarios 1–7. The data establishes the average number logs into

1145967.143. Results on scenarios 1–4, and 6, are close to the mean value. Best performance is offered in scenario 2 where the higher number

of logs are stored in the database. On the other hand, the size required for storing the logging information is higher than the average. Figure 6

allows for visualizing the differences between scenarios. This way, comparing scenarios 2 and 3, it is possible to see that increasing the data of

the MondoDB entries, more storage is needed and fewer logs are stored. This also affects the file versions. Scenario 3, which has fewer data for

each log, achieves a great number of logs than scenario 1. Finally, the use of a cloud solution affects drastically the amount of stored logs but it

can be improved using Multi-Thread (MT).

RODRÍGUEZ-LERA ET AL. 9 of 21
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Attending to log benchmarking, scenario 2 is the best option when thinking about the number of logs and the size of the database is bounded

slightly upper of the average. Considering cloud log data storage, the best option is scenario 6 since it is closest to the average values. Differences

between the cloud options have to do with the 15-min time window. Without using Multi-Thread, the accountability system stores logs with lag.

Besides, scenario 7 has an extra issue, the free version of the Atlas service has a 100 messages-per-second limit, motivating new delays in the system.

3.2 | System benchmarking

We performed a system data collection with the Dstat tool. The benchmarking gathers stats of CPU performance, Network performance, and disk

usage.

3.2.1 | CPU performance

When dealing with CPU usage, Dstat provides CPU usage by user processes (usr), system processes (sys), as well as the number of idle (idl) and

waiting for processes (wai). However, we have focused on the user and sys CPU usage. Table 2 summarizes the data gathered.

The CPU usage has an average value of 47.651 for usr time, and 7.238 for sys time. Firstly, usr time in scenario 1 presents the highest value,

it is motivated by the huge amount of data that should be dumped to file. CPU usage values in scenarios 3, 5, and 7 are under the average when

benchmarking sys time. However, the reasons are different, scenario 1 will use this time for data dumping, while scenarios 5 and 7 are running

slightly slower because of not using MT features in scenario 5, and the maximum burst limit of the MongoDB Atlas free-tier in scenario 7.

3.2.2 | Network stats

Controlling the messages travelling through the network is a cornerstone in publish/subscribe paradigm used by ROS. It is important to know the

total number of bytes received and sent on the robot interfaces. Table 3 shows the network performance on each scenario. Since are interested

in the total flow, we consider the overall network usage provided by Dstat.

TABLE 1 Number, and overall size of log files

Scenario Logs Size

1_Baseline_File 1,129,854 1096.916 MB

2_Baseline_MongoDB 2,011,471 488.100 MB

3_File_Adapted 1,681,427 180.320 MB

4_MongoDB_Dates 1,732,463 567.700 MB

5_MongoDB_Cloud 198,388 69.900 MB

6_MongoDB_Cloud (MT) 1,171,505 389.100 MB

7_MongoDB_DbaaS 96,662 34.000 MB

F IGURE 6 Number, and overall size of log files

10 of 21 RODRÍGUEZ-LERA ET AL.

 14680394, 2022, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.13004 by B

ucle - U
niversidad D

e L
eon, W

iley O
nline L

ibrary on [21/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



T
A
B
L
E
2

us
r
an

d
sy
s
C
P
U
us
ag
e
st
at
is
ti
cs

U
sr

1
_B

as
el
in
e_
Fi
le

2
_B

as
el
in
e_
M
o
ng

o
D
B

3
_F

ile
_A

da
pt
ed

4
_M

o
ng

o
D
B
_D

at
es

5
_M

o
ng

o
D
B
_C

lo
u
d

6
_M

o
n
go

D
B
_C

lo
u
d
(M

T
)

7
_M

o
n
go

D
B
_D

B
aa
S

V
al
id

9
4
4

9
2
8

9
6
1

9
9
2

9
6
7

9
5
1

9
4
1

M
is
si
ng

0
0

0
0

0
0

0

M
ea

n
5
8
.9
6
6

5
0
.2
6
4

5
0
.4
4
4

4
8
.6
4
3

4
0
.1
9
5

4
6
.0
7
7

3
9
.0
7
8

St
d.

D
ev

ia
ti
o
n

1
0
.7
6
2

7
.1
4
3

6
.9
2
5

1
3
.1
3
7

6
.7
2
7

7
.8
5
4

5
.9
7
0

M
in
im

um
8
.0
0
0

4
.0
0
0

6
.0
0
0

2
.0
0
0

5
.0
0
0

6
.0
0
0

5
.0
0
0

M
ax
im

um
8
3
.0
0
0

7
8
.0
0
0

7
4
.0
0
0

7
6
.0
0
0

6
4
.0
0
0

6
6
.0
0
0

7
0
.0
0
0

sy
s

1
_B

as
el
in
e_
Fi
le

2
_B

as
el
in
e_
M
o
ng

o
D
B

3
_F

ile
_A

da
pt
ed

4
_M

o
ng

o
D
B
_L
o
ca
l

5
_M

o
ng

o
D
B
_C

lo
u
d

6
_M

o
n
go

D
B
_C

lo
u
d
(M

T
)

7
_M

o
n
go

D
B
_D

B
aa
S

V
al
id

9
4
4

9
2
8

9
6
1

9
9
2

9
6
7

9
5
1

9
4
1

M
is
si
ng

0
0

0
0

0
0

0

M
ea

n
7
.2
4
7

7
.4
3
2

6
.6
6
8

7
.3
5
0

7
.0
5
6

7
.9
5
6

6
.9
6
2

St
d.

D
ev

ia
ti
o
n

1
.4
6
3

1
.4
5
6

1
.3
3
3

2
.0
1
7

1
.4
7
7

1
.5
8
2

1
.3
8
4

M
in
im

um
1
.0
0
0

1
.0
0
0

0
.0
0
0

1
.0
0
0

1
.0
0
0

1
.0
0
0

1
.0
0
0

M
ax
im

um
1
4
.0
0
0

1
5
.0
0
0

1
2
.0
0
0

1
4
.0
0
0

1
4
.0
0
0

1
2
.0
0
0

1
4
.0
0
0

RODRÍGUEZ-LERA ET AL. 11 of 21

 14680394, 2022, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.13004 by B

ucle - U
niversidad D

e L
eon, W

iley O
nline L

ibrary on [21/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Considering the Sum value exhibit in recv data (Table 3). Data supports expected similarities between scenarios. Scenarios with local stor-

age (1–4) present low data inference. The data also address the increase in data interchange for cloud scenarios (5–7) with a higher value for

the Multi-Thread option. The Scatter diagram present in Figure 7 shows the correlation between received and sent data in each scenario.

Besides, the scatter also shows the density diagram supporting the findings that data sent during the task is higher by the cloud solutions.

Besides, they also show some message reception (recv) due to the fact that they are crossing TLS messaging with the database deployed in

the cloud.

3.2.3 | Disk stats

Theoretically, the performance of a software application is limited by its I/O operations on disk. Besides, CPU activity must be

suspended during a cycle of I/O completion. Using the tool Dstat we analyse the total number of reading and write operations carried

out during the experiment. Table 4 summarize such data. The differences vary between scenarios: mean figures of reading and writing in

scenario 3 (Files_Adapted) are lower than the ones of scenario 1 (Baseline_Files). On the other hand, scenario Baseline_MongoDB pre-

sents lower mean values than scenario 1. Besides, the use of cloud solutions produces different results. This way, scenario

MongoDB_DBaaS has the greater mean values of reading and writing among the MongoDB solutions, while scenario 6_MongoDB_Cloud

(MT) has the lower values.

3.2.4 | Message benchmarking

This metric aims to measure the number of messages delivered and dropped during the 15 min of the experiment paying attention to the message

interchange of ROS nodes. The solution described above added new information to the Rosout node to maximize the description and ease the

log storing process in the database. Thus, the metric is divided into two trends, the impact of the Rosout node and the impact on overall message

interchange in ROS.

The delivered/dropped messages trend is presented in Table 5. The data shows significant differences in each scenario associated with their

transmission rate. The scenario 6 sample presents the worst scenario attending the number of dropped messages; however, its mean rate is 0.06

which is not far from the 0.03 and 0.04 window that bounds the other 7 scenarios.

The data associated with delivered messages reveals significant differences in their performance. Results are divided into sets that present

regular behaviour. Firstly, the data associated to dump to file scenarios 1 and 3, which maintain a mean rate of 19 messages. Then the cloud sce-

narios 5 and 7 present a mean rate of 34 and 23 messages. Scenario 6 presents a mean of 134 messages and beyond that, MongoDB working

locally presents a mean ratio higher of 200 messages. This experimental design overviews a huge increase of ROS messages when dealing with

MongoDB locally, so it is necessary to have it in mind when scaling the system.

3.3 | Rosout component benchmarking

It is investigated the influence of dumping the logging information to a MongoDB database exploring both local and cloud storage, as well as the

limits imposed by single thread programming or the cloud storage. Our approach was designed to maximize and unify the ROS logging system

Rosout both file and MongoDB logging storing processes. Thus, it is necessary to know the performance of this node along time during the

assessment scenarios. Table 6 summarizes such information.

The delivered/dropped messages trend is outlined in Table 7 that presents the performance of the Rosout node during the 15-min experi-

ment in the MongoDB scenarios. It shows that scenario 2 and scenario 4 produce the greatest value of delivered messages. This is due to the fact

a message is sent after storing each log and both scenarios store more logs than scenario 5, scenario 6 and scenario 7. On the other hand, the data

shows that the number of dropped messages is the same in all scenarios. As a result, the use of the different MongoDB scenarios does not affect

the dropped messages. This is because all MongoDB scenarios use the same ROS communication mechanism that is based on an infinite queue of

messages.

4 | DISCUSSION

The answer to our Research Question: What is the most suitable logging level in terms of performance, size and number of logs using both on-

board and cloud computing?

12 of 21 RODRÍGUEZ-LERA ET AL.
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The Rosout performance is summarized, attending memory and CPU. Firstly, it was examined the real mean memory expended in each sce-

nario. All database options require extra memory. The results present about double in regular MongoDB scenarios and triple when the process of

sending messages is optimized with Multi-Thread. This scenario is generated because of the high number of messages queued during the logging

process. The left diagram of Figure 8 illustrates the behaviour. On the other hand, the right image (Figure 8) illustrates CPU requirements. In this

case, the consumption is greater in the baseline (around 25% more) and 3_File_Adapted scenarios. This is due to the fact that they are processing

a huge number of messages and their dump to files.

In order to appraise the impact of the log in Rosout it is depicted the Figure 9, which rates the performance of the Rosout component using

three metrics: total CPU usage, memory employed and total messages managed (it only applies to MongoDB scenarios). Previous findings support

the notion that storing files has a huge effect on the CPU mean load but on the contrary, it has less influence on real memory mean. When dealing

with the number of messages processed, scenarios 2_Baseline_MongoDB processes 78% more, 3_File_Adapted 48% more and

4_MongoDB_Dates achieves 53% better performance. Although the 6_MongoDB_Cloud(MT) performance is similar to baseline, and the percent-

age of space required is almost 75% lower, the effects on memory and CPU load we would advise against its use in very restrictive hardware

environments.

Since the previous chart is too narrow, focusing on Rosout collateral effects, it depicts a new Spider diagram in Figure 10. It summarizes the

impact of each scenario against a set of Log, System and Message metrics. The scoring system is calculated by applying a normalization from 1 to

5 (1 the worst to 5 the better).

Attending the total CPU usage, all options reduce around 20% the general CPU performance. Following the log data size and the total number

of logs generated, and establishing a scoring system based on % of enhancement, scenarios 2, 3 and 4 get the best score. Network usage is clearly

coped by cloud systems, particularly by scenario 6 where Multi-Thread multiplies the mean amount of bytes sent to the net observing around 6k

in local scenarios (1,2,3,4), 132k in scenario 5, 758k in scenario 6. Scenario 7 illustrated the classical issue associated with cloud services, the

option chosen (the free one) does not cover the system needs fixing a maximum number of messages per second. Then disk usage (read and write

processes) presented a low number on the written option on Cloud scenarios 5 and 6. This is also happening in scenario 3 given the reduction in

log size. Finally, the number of messages sent in each scenario where scenarios 2, 4 and 6 present 11, 10 and 6 times more in the number of mes-

sages. Besides, the dropped messages are again a cornerstone. In order to guarantee the Perfect Mapping, this number has to be minimized, and

in this case, the Multi-Thread should be handled with care. The reason is that it increases the dropped messages ratio to a 116%, instead of alter-

native scenario balance in 16% and 38% except in scenario 3, where the ratio of dropped messages decreases a 16% which would guarantee the

PM process.

Attending scenarios 1 and 6 are devoted to those systems with high spec characteristics. On the contrary, scenarios 2 and 4 would provide a

reliable manner of storing the logging system locally, as previous researchers have shown (Niemueller et al., 2012). Thus, using our MT approach

F IGURE 7 Network benchmarking bytes received and sent
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will provide a reliable manner of storing the logs outside the robot would be considered a good praxis; however, it is necessary to consider the

impact of Multi-Thread and check third party services when needed.

Overall, the dump to file option (scenarios 1 and 3) has more data redundancy and provides reduced flexibility in retrieving data. Instead,

when using the database it is provided extended flexibility in accessing data and offers the possibility of normalizing ROS logs.

TABLE 7 Rosout delivered and dropped messages in MongoDB scenarios

delivered_msgs

2_Baseline_MongoDB 4_MongoDB_Local 5_MongoDB_Cloud 6_MongoDB_Cloud(MT) 7_MongoDB_DBaaS

Valid 2977 2531 2905 3064 2756

Missing 0 0 0 0 0

Mean 673.653 683.642 71.318 399.896 34.095

Mode 36.000 91.000 82.000 36.000 35.000

Std. Deviation 1385.581 1901.352 33.430 713.170 6.410

Minimum 1.000 1.000 1.000 1.000 1.000

Maximum 5799.000 7899.000 459.000 3007.000 133.000

Sum 2.005e + 6 1.730e + 6 207178.000 1.225e + 6 93966.000

dropped_msgs

2_Baseline_MongoDB 4_MongoDB_Local 5_MongoDB_Cloud 6_MongoDB_Cloud(MT) 7_MongoDB_DBaaS

Valid 2977 2531 2905 3064 2756

Missing 0 0 0 0 0

Mean 0.002 0.003 0.002 0.002 0.003

Mode 0.000 0.000 0.000 0.000 0.000

Std. Deviation 0.048 0.053 0.049 0.048 0.050

Minimum 0.000 0.000 0.000 0.000 0.000

Maximum 1.000 1.000 1.000 1.000 1.000

Sum 7.000 7.000 7.000 7.000 7.000

F IGURE 8 Rosout cpu mean and real memory mean performance per each scenario

F IGURE 9 Spider chart evaluation for Rosout
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On the whole, the challenges of these kinds of approaches, on-board or in the cloud layer in three different aspects: specification, interpret-

ability and performance. The most critical is the specification of a single message type protocol for all developers. This specification has to define

those basic elements that guarantee the process of signalling the component that generates a robot behaviour including not only the propriocep-

tion and reasoning system but also the world knowledge that causes the event.

The second crucial element is how human-interpretable should be these logs. Here we have proposed different types of interpretability

attending three layers of abstraction; however, even with this approach, it will be necessary to provide some level of explanation for some of the

logs opening a question about, who should write the logs, a software developer or a linguist.

The third vital aspect of including the perspective of accountability in the robot is the performance impact. The addition of onboard elements

for being fully accountable with Perfect Mapping would be a killer to the decision-making system in those robots running all software on-board.

These challenges should be overcome in order to avoid unreasonable criminal punishment on the programmer or manufacturer, who might

not specifically intend or even foresee, the robot's commission of wrongful acts (Docherty, 2015).

5 | CONCLUSIONS

This paper depicted the three-dimensional accountability model for autonomous robots. The main reason for dealing the accountability

using a multi-layer model is the multi-dimensional challenges associated with logging each robot action. Achieving the Perfect Mapping

between the robot's actions and the logging data dumped by its software components will clear the way towards explainability in

robotics.

All things considered, the impact on the robot system when the middleware is customized for deploying a logging system using both on-board

and a cloud computing approach is remarkable attending each of the alternatives. This research considered six options and measured their impact

mainly in the performance perspective, analysing the impact on a robot using the facto standard ROS, and a MongoDB approach in a local, cloud

and a fully commercial off-the-shelf cloud-based database solution such as Atlas.

The findings present a straightforward conclusion, a verbose logging system drives to serious performance issues on the platform, and

the detailed information provided is far from explaining the robot's behaviour. Besides, large volumes of data might not be managed prop-

erly in specific situations; also, the access to such information sacrifices the privacy of the human-robot interaction. Future work will focus

on the message normalization and the links between the different layers to create an accountability system flexible enough to be used

among different actors and situations, and specific enough to understand contextual particularities and unique relationships between robot

behaviours events and software components. As a result, the robot will provide the mechanisms that help manufacturers, client/user and

developers to recognize the reasons that trigger the robot behaviour as well as the impact that this explainability in robot behaviours has

on individuals.

F IGURE 10 Spider chart evaluation of assessment scenarios and main features analysed
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ENDNOTES
1 https://www.mongodb.com/cloud/atlas.
2 https://youtu.be/VoYLna-S-oI.
3 https://robotica.unileon.es/index.php?title=Testbed.
4 https://github.com/mgonzs13/ros_comm/tree/noetic-devel/tools/rosout.
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