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10 The main instruments to assess foot eversion have some limitations (especially for field applications), and there-
11 fore it is necessary to explore new methods. The objective was to determine the relationship between foot eversion
12 and skin temperature asymmetry of the foot sole (difference between medial and lateral side), using infrared
13 thermography. Twenty-two runners performed a running test lasting 30 min. Skin temperature of the feet soles
14 was measured by infrared thermography before and after running. Foot eversion during running was measured by
15 kinematic analysis. Immediately after running, weak negative correlations were observed between thermal
16 symmetry of the rearfoot and eversion at contact time, and between thermal symmetry of the entire plantar surface
17 of the foot and maximum eversion during stance phase (r � −0.3 and p � 0.04 in both cases). Regarding temper-
18 ature variations, weak correlations were also observed (r � 0.4 and p < 0.05). The weak correlations observed in
19 this study suggest that skin temperature is not related to foot eversion. However, these results open interesting
20 future lines of research. © 2017 Optical Society of America

OCIS codes: (100.0100) Image processing; (110.0110) Imaging systems; (170.0170) Medical optics and biotechnology; (040.6808)

21 Thermal (uncooled) IR detectors, arrays and imaging; (330.4150) Motion detection.
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23 1. INTRODUCTION

24 Extreme foot eversion (or foot pronation) during running has
25 been associated with a higher probability of injury risk [1–4].
26 One of the main reasons of this association is its influence on
27 the mechanics of the entire lower extremity [5–7]. In this sense,
28 high values of foot eversion have been associated with internal
29 tibial rotation, which is considered the genesis of the patella
30 femoral pain and iliotibial band syndromes [5]. As a result
31 of this relationship, shoe manufacturers have designed different
32 motion control systems to control foot eversion [3]. To provide
33 runners with information regarding the most adequate shoe for
34 them or even the need of an orthosis, some sport shops and
35 clinical sport centers have assessment methods of foot eversion
36 in their facilities.
37 Research studies have used different methods to assess foot
38 eversion such as kinematic analyses [1,5,7], biplane x-ray im-
39 ages [8,9], plantar pressure mapping [10,11], or diagnostic
40 clinical tools such as the Foot Posture Index [3,12]. However,
41 some of these methods are difficult to use in the field (e.g., sport
42 shops) because they are expensive, the requirements for an

43adequate measurement cannot be guaranteed, or there is a lack
44of technical knowledge. With respect to simpler methods such
45as the Foot Posture Index, some studies observed a weak rela-
46tionship between its values (obtained with the runner standing
47still) and the kinematics of the foot during walking and running
48[12,13]. Therefore, it is necessary to explore new methods that
49will allow researchers, biomechanists, and podiatrists to assess
50foot eversion in the field.
51Recent studies have suggested a possible relationship between
52contact load and foot temperature [14,15]. This relationship
53could imply that the level of foot eversion has an effect on
54the thermal pattern of the foot sole. As a result, the assessment
55of the foot skin temperature could potentially be a method to
56estimate foot eversion. However, it is important to consider that
57skin temperature has a multifactorial dependence, as it can be the
58result of different thermoregulatory processes including blood
59flow, sweat rate, and heat production, as well as environmental
60factors such as environmental temperature, wind speed, and rel-
61ative humidity [16–19]. Therefore, it would be plausible to
62hypothesize that, if there is a relationship between eversion
63and foot temperature, this relationship could be moderate at best.
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64 The objective of the study was to determine the relationship
65 between the skin temperature of the foot sole, using infrared
66 thermography, and foot eversion, using motion analysis, during
67 running. It was hypothesized that both variables could present a
68 moderate relationship, and therefore it would be possible to
69 obtain an approximately value of foot eversion by the assess-
70 ment of its thermal pattern.

71 2. METHODS

72 A. Participants
73 A priori analysis of power sample size was performed using the
74 G*Power 3 software (University of Düsseldorf, Dusseldorf,
75 Germany). To detect a moderate correlation equal to 0.6, a
76 minimum sample size of 20 participants was estimated using
77 a power of 90% and α error of 5%. Therefore, 22 runners
78 (17 males and 5 females; age 34� 5 years, body mass
79 72.0� 12.9 kg, height 175.7� 7.3 cm; running training dis-
80 tance 36.6� 12.9 km∕week) participated in this study and
81 gave informed written consent. Inclusion criteria included
82 no history of lower extremity injuries within the last six
83 months, and a minimum running training distance of
84 15 km/week. The study procedures complied with the
85 Declaration of Helsinki, and were approved by the university’s
86 ethics committee (approval number H1427706182089).
87 To reduce skin temperature variability [19,20] participants
88 were asked to avoid the following: smoking and drinking alco-
89 hol at least 12 h before each test; sunbathing or being exposed
90 to UV rays in the week before the test; applying body lotions
91 and creams on the day of the test; performing high-intensity or
92 exhaustive exercise at least 24 h before the test; and eating and
93 drinking coffee or other stimulants during the 2 h prior to
94 the test.

95 B. Protocol
96 Participants performed a pretest and a main test on different
97 days, with a one-week separation between them. On the pre-
98 test, participants underwent a 5-min maximal effort run on a
99 400-m track to determine their individual maximal aerobic

100 speed (MAS) [21,22]. MAS values obtained were
101 15.9� 1.9 km∕h. In the main test one week later, participants
102 ran at 1% slope on a treadmill (TechnogymSpA, Gambettola,
103 Italy). They warmed up for 10 min at 60% of their MAS, and
104 subsequently ran for 20 min at 80% of their MAS.
105 Participants performed the running test with their own foot-
106 wear and socks to better reproduce the conditions that would
107 exist in the target field environment (e.g., sport shops).
108 All tests were carried out in a moderate indoor environment:
109 22.9� 1.3°C and 44.4� 12.1% relative humidity. Skin tem-
110 perature of the foot was measured before and after the running
111 test, and foot eversion was registered throughout the run-
112 ning test.

113 C. Thermography Data Collection and Analysis
114 Skin temperature was measured using an infrared thermogra-
115 phy camera with a size of the focal plane sensor array of
116 320 × 240, NETD of 50 mK at 30°C, and repeatability of
117 the measurement of �2% of the overall reading (FLIR E-60,
118 Flir Systems Inc., Wilsonville, Oregon, USA). Before starting
119 the experimental phase, a black body (BX-500 IR Infrared

120Calibrator, CEM, Shenzhen, China) was used to ensure a cor-
121rect calibration of the camera. Thermal images of each partici-
122pant were taken at three moments [19,23]: before the running
123test; immediately after the running test; and 10 min after the
124running test. To adapt to the room temperature, participants
125remained, with only their running shorts (without socks) on
126and seated with their legs up (the soles of their feet were
127not touching anything) for 10 min [20,24]. Then, thermal im-
128ages of their feet soles were taken with the camera perpendicular
129to the soles from a distance of 1 m.
130Measurements were taken in an area absent of sunlight
131which was 5 m away from electric light, electronic equipment,
132and people (except for the thermographer and the participant).
133An antireflective panel was placed behind the participants to
134minimize the influence of the infrared radiation reflected in
135the wall [25]. Reflected temperature was measured according
136to the standard method ISO 18434-1:2008 [26] and intro-
137duced into the camera setup. Air temperature and relative hu-
138midity were input into the camera setup for every
139thermographic measurement using a thermohygrometer with
140an accuracy of �1°C for the air temperature and �3% for
141the relative humidity (digital thermohygrometer, TFA
142Dostmann, Wertheim-Reicholzheim, Germany).
143Four regions of interest (ROIs) were defined on each foot
144sole (Fig. 1). ROI length of the rearfoot was defined as 31% of
145the entire plantar surface of the foot [20]. Width of the medial
146and lateral ROIs was defined as 50% of the maximum width of
147the foot. The absolute mean temperature of each ROI was com-
148puted using a commercial software (Thermacam Researcher
149Pro 2.10 software, FLIR, Wilsonville, Oregon, USA). All im-
150ages were processed using an emissivity factor of 0.98 to obtain
151skin surface temperatures [27].
152In addition to the absolute temperature values, the following
153temperature variations were calculated [28]: ΔT (difference be-
154tween the temperature immediately after and before the run-
155ning test, expressed in °C), ΔT 10 (difference between the
156temperature 10 min after and before the running test, expressed
157in °C), and ΔT after (difference between temperature 10 min
158after and immediately after the running test, expressed in °C).
159Although thermal symmetry is usually defined as the degree
160of similarity between two ROIs mirrored across the human
161body’s longitudinal axis [29], in the present study thermal sym-
162metry was calculated and defined as the difference between the
163medial and lateral ROIs temperatures. Positive values corre-
164sponded to a higher temperature in the medial ROIs to make
165the associations with the foot eversion values easier. Thermal
166symmetries of temperature variations were also calculated.

F1:1Fig. 1. Regions of interest (ROIs) defined: 1) medial rearfoot, 2)
F1:2lateral rearfoot, 3) medial foot, and 4) lateral foot.
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167 D. Kinematic Data Collection and Analysis
168 All kinematic procedures and analyses were performed by the
169 same evaluator to reduce between-evaluators variability in
170 marker placement. Clarke et al.’s bidimensional model of four
171 markers [30] was used as in previous studies [31,32]. Foot ever-
172 sion was calculated by the projected β angle between the two
173 segments (calcaneus and leg) defined by the kinematic model
174 [33] (Fig. 2). The foot eversion angle was calculated from an
175 offset posture, considered as 0°, and it was measured having the
176 athlete standing still [30]. Then, before the running test, reflec-
177 tive markers (diameter: 16 mm) were placed in both legs on the
178 gastrocnemius (in the axial line of the leg, under the gastroc-
179 nemius bifurcation), on the Achilles tendon (at the height of
180 the malleolus), and on the upper and lower side of the calcaneus
181 (Fig. 2). Movements in the participants’ frontal plane were cap-
182 tured at 125 Hz with a high-speed video camera (MotionScope,
183 Redlake, MASD Inc., San Diego, USA) placed 1.5 m
184 perpendicular to the motion plane and 0.5 m high. During
185 the main part of the running tests (20 min at 80% MAS), kin-
186 ematic data were recorded every 5 min for 5 s. Foot kinematics
187 were captured with the camera software (Redlake MASD
188 MotionScope, San Diego, USA) and analyzed using a motion
189 analysis software (Kinescan/IBV System, Valencia, Spain).
190 Before each measurement, optical distortion of the camera lens
191 and calibration of the space were performed using a square ob-
192 ject of known dimensions in which four space references were
193 attached. Calibration was performed via 2D direct linear trans-
194 formation using the motion analysis software. The spline
195 smoothing method was used automatically in the motion
196 analysis software [34].
197 Two variables were calculated from the kinematic data: the
198 foot eversion at contact time (ECT) and the maximum eversion
199 during stance phase (MES). Contact time was determined by
200 an optical detection system synchronized with the kinematic
201 camera. Since no significant effect of the measurement time
202 was found on ETC and MES (p > 0.05 and ES < 0.8), the
203 average of the five kinematic measurements throughout the
204 20 min of running was considered for the statistical analysis.

205E. Statistical Analysis
206As both feet were assessed, 44 cases were used for the statistical
207analysis. Data were analyzed using SPSS Statistics 21.0 (IBM,
208Armonk, New York, New York, USA). Normality of the data
209was checked by the Kolmogorov–Smirnov test (p > 0.05).
210Repeated Measures ANOVAs were performed to assess the
211differences between medial and lateral ROIs in absolute tem-
212peratures and temperature variations of the rearfoot and foot
213ROIs. Ninety-five percent confidence intervals (95%CI) were
214calculated for the thermal symmetry values. A Pearson’s corre-
215lation coefficient analysis was used to examine the relationships
216between the thermal symmetry values (absolute and variations
217of the rearfoot and the entire foot) and kinematic values (ECT
218andMES). Also, the correlation between thermal symmetries of
219ΔT and ΔT after were calculated. Significant correlations
220(p < 0.05) were classified as weak (0.2 < jrj < 0.5), moderate
221(0.5 ≤ jrj < 0.8), or strong (jrj ≥ 0.8) [35]. Lineal regression
222analyses were performed for the significant correlations ob-
223served. Data are reported as mean �SD. The effect size
224(ES) was computed with Cohen’s d for each pair of compar-
225isons and was classified as small (ES 0.2–0.5), moderate (ES
2260.5–0.8) or large (ES > 0.8). Statistical significance was
227defined when p < 0.05.

2283. RESULTS

229With respect to the analysis of foot eversion, the values of ECT
230and MES were −6.1� 6.3° and 11.6� 4.0°, respectively.
231Table 1 shows the absolute temperatures and temperature
232variations obtained in the running test, whereas Table 2 shows
233the thermal symmetry values observed. Although medial ROIs
234presented higher absolute temperatures than lateral ROIs
235(p < 0.05, Table 1), the effect size of these differences was
236small (ES < 0.5). Regarding temperature variations, similar re-
237sults were observed atΔT and ΔT 10 of the rearfoot. However,
238no differences were observed at ΔT after of the rearfoot and in
239the temperature variations of the entire foot.
240Figure 3 shows the regression analyses performed on the
241comparisons where significant correlations were observed.
242Weak negative correlations were observed in the moment
243“immediately after running” between thermal symmetry of
244the rearfoot and ETC values, and between thermal symmetry
245of the entire foot and MES values (r � −0.3 and p � 0.04 in
246both cases) [Fig. 3(A)]. Regarding temperature variations, pos-
247itive weak correlations at ΔT after were observed between ther-
248mal symmetry of the rearfoot and ETC values (r � 0.4 and
249p � 0.01), and between thermal symmetry of the entire foot
250and MES values (r � 0.4 and p � 0.02) [Fig. 3(B)]. With re-
251spect to the other bivariate relationships, no significant corre-
252lations were observed (p > 0.05).
253The correlation between thermal symmetries at ΔT and
254ΔT after was assessed to explain the relationships obtained
255above, resulting in a negative moderate correlation in the rear-
256foot (r � −0.7 and p < 0.001) and in the entire foot (r � −0.5
257and p < 0.001).

2584. DISCUSSION

259The objective of the present study was to examine the relation-
260ship between the skin temperature of the foot sole and foot

F2:1 Fig. 2. Kinematic bidimensional model used to measure β angle of
F2:2 foot eversion during running with four markers—1) gastrocnemius, 2)
F2:3 Achilles, 3) upper calcaneus, and 4) lower calcaneus)—and two seg-
F2:4 ments (leg segment shown by a black line and calcaneus segment by a
F2:5 white line).

1
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261 eversion during running. ETC values showed a weak negative
262 relationship with the thermal symmetry of the rearfoot mea-
263 sured immediately after running, and a positive weak relation-
264 ship with the rearfoot thermal asymmetry at ΔT after. Similar
265 results were found for MES values, which showed a weak neg-
266 ative relationship with the thermal symmetry of the foot
267 measured immediately after running, and a positive weak
268 relationship with the foot thermal asymmetry at ΔT after.
269 It was hypothesized that the thermal symmetry (difference
270 between medial and lateral side of the foot) could show a mod-
271 erate correlation with foot eversion. The results of the study did
272 not support this hypothesis because weak relationships were
273 observed. Weak correlations could be explained by the multi-
274 factorial character of the skin temperature and the resulting
275 greater thermal variability occurring during exercise. Although
276 skin temperature could increase during foot contact [14,15],
277 other factors such as the environmental temperature, human
278 thermoregulation, and footwear insulation/breathability
279 had been suggested to strongly affect foot temperature
280 [14,20,36]. Environmental conditions could be controlled in
281 a laboratory or in the target field environment (e.g., sport shops
282 and clinical centers). However, physiological outcomes are also
283 dependent on intrinsic factors such as age [37,38], sex [39,40],
284 body composition [41], or level of physical fitness [23,42] that
285 will inevitably increase the variability of the foot skin temper-
286 ature. Extrinsic factors such as drinking and hydration, eating,
287 or smoking could affect thermoregulation [43–45]. However,

288these factors were controlled in the present study and could be
289controlled in the field application by providing instructions to
290the participants. Additionally, when analyzing the thermal
291behavior of the feet, some physiological particularities need
292to be taken into account. Blood flow is rarely stable in the feet,
293because peripheral circulation is weak and depends strongly on
294the heat dissipation and heat conservation requirements of each
295situation [46–48]. Although blood flow could increase skin
296temperature during exercise [17], perspiration could result in
297the opposite effect [18,19]. Perspiration is produced mainly
298in the sole of the foot, where there are around 467 cm2 of sweat
299glands that account for approximately 80% of the sweat glands
300of the entire foot [49]. Moreover, perspiration is also influenced
301by a number of intrinsic factors including age, sex, or physical
302fitness [50–52]. Finally, footwear and clothing also affect the
303heat dissipation and heat conservation processes [53]. The
304use of footwear could reduce the impact of eversion on skin
305temperature, first because footwear insulation could have a
306higher effect than eversion on skin temperature [20,36], and
307second because its use could also reduce the friction of the foot
308during the contact time [20], attenuating its effect on foot skin
309temperature. However, it is important to consider that if the
310runner is not used to barefoot running, this condition would
311alter his or her normal biomechanical patterns. In the present
312study, each participant performed the running test with his or
313her own footwear and socks, possibly increasing the thermal
314variability of the results. However, footwear and socks were

Table 1. Average� SD of the Absolute Temperatures and the Temperature Variations of the Medial and Lateral ROIs of
the Rearfoot and the Entire Plantar Surface of the Foota

T1:1 Rearfoot Foot

T1:2 Medial
Average� SD

(°C)

Lateral
Average� SD

(°C)
Med versus Lat

p; ES

Medial
Average� SD

(°C)

Lateral
Average� SD

(°C)
Med versus Lat

p; ES

T1:3 Absolute temperatures
T1:4 Before running 27.7� 1.6 27.1� 1.8 p < 0.001; 0.3 27.2� 1.7 26.9� 1.8 p < 0.001; 0.2
T1:5 Immediately after

running
34.0� 1.2 33.8� 1.3 p < 0.01; 0.2 34.5� 1.2 34.2� 1.3 p < 0.001; 0.3

T1:6 10 min after running 31.6� 1.5 31.5� 1.6 p � 0.01; 0.1 32.1� 1.4 31.7� 1.6 p < 0.001; 0.3
T1:7 Temperature variations
T1:8 ΔT 6.4� 1.7 6.7� 2.0 p < 0.001; 0.2 7.3� 1.9 7.3� 2.0 p � 0.54; 0.0
T1:9 ΔT 10 4.0� 2.0 4.4� 2.2 p < 0.001; 0.2 4.9� 2.0 4.8� 2.2 p � 0.25; 0.0

T1:10 ΔT after −2.4� 1.5 −2.3� 1.5 p � 0.34; 0.0 −2.4� 1.4 −2.4� 1.6 p � 0.53; 0.0
aDifferences between medial and lateral ROIs were assessed using the p values and the effect sizes (ES).

Table 2. Average� SD and 95%CI of the Thermal Symmetry Values

T2:1 Rearfoot Foot

T2:2 Average� SD (°C) 95%CI Average� SD (°C) 95%CI

T2:3 Absolute temperatures
T2:4 Before running 0.5� 0.4 0.4, 0.7 0.3� 0.5 0.2, 0.4
T2:5 Immediately after running 0.2� 0.5 0.1, 0.4 0.4� 0.4 0.2, 0.5
T2:6 10 min after running 0.1� 0.4 0.0, 0.2 0.4� 0.4 0.3, 0.5
T2:7 Temperature variations
T2:8 ΔT −0.3� 0.5 −0.5, −0.2 0.1� 0.5 −0.1, 0.2
T2:9 ΔT 10 −0.4� 0.4 −0.5, −0.3 0.1� 0.5 −0.1, 0.2

T2:10 ΔT after −0.1� 0.5 −0.2, 0.1 0.1� 0.5 −0.1, 0.2
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315 not controlled to better reproduce the conditions that would
316 exist in the target field environment.
317 Skin temperature could be measured using different meth-
318 ods such as infrared thermography or thermocouples. Although
319 each method presents both advantages and limitations [18,54],
320 infrared thermography was used in the present study as it would
321 be easier to use in a future target field environment. However,
322 the weak correlations observed between foot eversion and foot
323 temperature suggested that skin temperature alone is not re-
324 lated to foot eversion. Future studies should explore if infrared
325 thermography combined with other assessment techniques
326 (e.g., Foot Posture Index) can help to establish together the
327 relationship with foot eversion during running.
328 Yavuz et al. [15] observed a moderate positive correlation
329 between plantar pressure (shown by the peak shear stress)
330 and the increase of foot temperature after walking
331 (r � 0.78). Similarly, Shimazaki and Murata [14] observed
332 at different velocities (from 3 to 12 km/h) that the regions with
333 a greater increase of temperatures were associated with regions
334 with high-contact loads (e.g., big toe and heel). However, the
335 results of the regression analysis of our study showed an oppo-
336 site effect to that observed in those previous studies [14,15]: an
337 inverse relationship between foot eversion and thermal sym-
338 metry immediately after running. One possible explanation
339 could be that the side of the foot experiencing less time of con-
340 tact during the stance phase may be exposed to greater friction
341 with the footwear, resulting in a greater increase of temperature.

342Another hypothesis could be that the side of the foot that
343experiences a greater time of contact may be facilitating heat
344loss by conduction. However, this heat loss is often considered
345negligible due to the lowly conductive surfaces that are in con-
346tact with the skin (in this case, the sock) [16]. As a result, it
347would be of great interest for future studies to investigate
348the causes of the correlations obtained in this study.
349On the other hand, positive correlations were observed
350between foot eversion and thermal symmetry at ΔT after.
351Previous studies [55,56] observed that during the recovery
352process after exercise, skin temperature tends to decrease to
353baseline values. These findings are in agreement with the results
354of the present study and are supported by the negative mod-
355erate correlations observed between thermal symmetries of ΔT
356and ΔT after, meaning that regions with higher increases of
357skin temperature during exercise experience greater decreases
358during the recovery phase.
359Although a protocol for thermographic analyses of the dif-
360ferent regions of the human body was tried to be established
361(called the Glamorgan Protocol) [57], there is no agreement in
362the scientific literature as to the definition of the ROIs on the
363foot [58]. The Glamorgan protocol established two regions on
364the foot: the dorsal region and the sole of the foot [57]. In the
365present study, the ROIs of the entire sole of the foot and a sub-
366division of the rearfoot were assessed. This division of the foot
367was supported by the correlations observed. Foot eversion in
368the contact phase during running (shown by the ETC values)

F3:1 Fig. 3. Significant relationships observed between foot eversion variables (ECT, eversion at contact time; MES, maximum eversion during stance
F3:2 phase) and foot temperature variables (thermal symmetry of the rearfoot and the entire plantar surface of the foot, difference between medial and
F3:3 lateral side;ΔT after thermal symmetry, thermal symmetry between medial and lateral side of the temperature variation between temperature 10 min
F3:4 after and immediately after the running test). (a) Relationships observed immediately after running. (b) Relationships observed at ΔT after.
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369 showed a relationship with the thermal symmetry of the rear-
370 foot, while the maximum eversion during the stance phase
371 (shown by the MES values) showed a relationship with the
372 thermal symmetry of the entire sole of the foot. These logical
373 associations support the idea that ROIs should be determined
374 depending on the objectives as well as on the specific variables
375 of the study.
376 The present work presents some limitations apart from
377 those previously commented on (e.g., no control of footwear).
378 The running pattern of the athletes (rearfoot, midfoot, fore-
379 foot) was not controlled and may influence the variability of
380 the results. On the other hand, a 2D motion analysis system
381 was used and could present more limited data than a 3D
382 system. However, considering that the study was focused on
383 the assessment of the applicability of infrared thermography
384 on the field, and these limitations would also be present in these
385 environments, these conditions may simulate better their field
386 application and warrant the validity of the results.

387 5. CONCLUSIONS

388 The weak correlations observed in this study suggest that skin
389 temperature is not related to foot eversion. However, these cor-
390 relations open future lines of research such as the combination
391 of infrared thermography with other assessment tools. Finally,
392 further research aiming to explain the negative relationships
393 observed in this study between foot eversion and thermal
394 symmetry in the foot and rearfoot immediately after running
395 is necessary.
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