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Guidelines to develop demonstration models on industry 4.0 for engineering 
training
Juan J. Fuertes, Raúl González-Herbón, José R. Rodríguez-Ossorio, Guzmán González-Mateos, Serafín Alonso 
and Antonio Morán

SUPPRESS Research Group, Engineering School, University of León, León, Spain

ABSTRACT
Industrial digitization is currently a great challenge which involves continuous advances in tech-
nologies such as automation, robotics, internet of things, cloud computing, big data, virtual and 
augmented reality or cybersecurity. Only those companies able to adapt and with qualified work-
ers will be competitive. Therefore, it is necessary to design new environments to train students and 
workers in these enabling technologies. In this paper, a set of guidelines is proposed to develop 
a demonstration model on Industry 4.0. Following these guidelines, an existing manufacturing 
industrial system, based on an electro-pneumatic cell for classifying pieces, is updated to the 
Industry 4.0 paradigm. The result is an Industry 4.0 demonstration model where enabling tech-
nologies are added in an integrated way. In this manner, students do not only train in each 
technology, but also understand the interactions between them. In the academic year 2020/21, 
this demonstration model has been used by engineering students in a subject of a master’s degree. 
Impressions and comments from students about the structure and management of the environ-
ment, as well as the influence on their learning process are collected and discussed.
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1. Introduction

Industrial digitization has involved the incorporation 
of diverse technologies into production processes, 
such as cloud computing, cyber-physical systems 
(CPS), cybersecurity, internet of things (IoT) or digital 
twins (Bigliardi, Bottani, and Casella 2020). These 
enabling technologies have introduced relevant 
changes and novel trends in the industry, becoming 
a paradigm known as Industry 4.0 (Li Da, Xu, and Ling 
2018). This transformation can be understood as 
a valuable business asset, leading to the reduction 
of downtime and the optimization of resources and 
improving the efficiency of smart factories (Ustundag 
and Cevikcan 2017).

The increasing implementation of the enabling 
technologies in the industry entails a great demand 
of highly specialized job profiles (Fareri et al. 2020) 
that is hard to be satisfied properly because of the 
deep gap between the demanded knowledge and the 
offer from the educational institutions (Azmi et al. 
2018). In order to close this gap, technological train-
ing should incorporate hands-on activities in 

environments representing industrial reality. For this 
purpose, learning factories have been proposed 
(Abele et al. 2015). A learning factory is a realistic 
manufacturing environment for education, training 
and research, achieving convergence between indus-
try and academia. It is built as a common production 
facility for industry on a university, that provides 
a learning environment for mutual benefit. Learning 
factories make experiential learning possible and their 
settings should be changeable to be accommodated 
to the needs of the trainees.

There are several research challenges on how to 
build learning factories in the Industry 4.0 paradigm. 
They range from the particular implementation of the 
enabling technologies in demonstration models to 
the associated educational methods. An educational 
environment on Industry 4.0 must be faithful to real 
industrial processes (Abele et al. 2015), since simpli-
fied environments generally provide limited views 
where students only acquire a partial knowledge of 
the industrial reality. Special emphasis must be placed 
on how technologies interact with each other to give 
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a real vision of industrial reality. The selection of 
appropriate hardware and software is not trivial 
either. Although, different solutions are available on 
the market, an educational view integrating all of 
them is crucial for developing learning factories. 
Thus, the key is being able to foresee training require-
ments, along with the capacity to provide learners 
with the necessary tools to complement their theore-
tical training with the practical environment. 
Although there are previous works that implement 
related platforms (Abele et al. 2017), there are limita-
tions that still remain to be addressed such as 
resources needed, mapping ability, scalability, mobi-
lity and effectiveness on competence development. 
However, these issues could be overcome by using 
systematic designs, incorporating virtual technologies 
and information and communication technology (ICT) 
equipment to expand the scope of learning factories 
or interconnect some of them and to measure com-
petence-oriented learning success.

A holistic environment to acquire practical skills in 
Industry 4.0 should incorporate the following 
enabling technologies (Baena et al. 2017; Frank, 
Santos Dalenogare, and Fabián Ayala 2019): 
Automation, not only to improve efficiency but also 
the flexibility of the manufacturing process (Chen 
et al. 2018); Internet of Things (IoT), which extends 
the Internet connection to any device capable of 
generating data, using machine to machine (M2M) 
communication technologies (Tan and Wang 2010); 
Systems Integration to offer resources focused on data 
communication between miscellaneous devices, 
a fundamental requirement for the deployment of 
data analysis systems (Boyes et al. 2018); Digital 
Twins, which are virtual models of real processes 
(Onaji et al. 2022; Fei et al. 2019; Haag and Anderl 
2018) and augmented reality environments, which 
overlay a simulation on a real production line or 
industry, in order to analyze and improve the perfor-
mance of a process (Ferreira et al. 2020; Liagkou, 
Salmas, and Stylios 2019); and finally, Industrial 
Cybersecurity measures for the access to systems and 
data, in order to prevent cyberattacks (Lezzi, Lazoi, 
and Corallo 2018). All these technologies must be 
present in an educational environment on Industry 
4.0, always considering the relations between them.

For those reasons, this paper provides guidelines 
to implement realistic manufacturing environments 
with the above mentioned technologies to develop 

hands-on experiences for learners in the field of 
Industry 4.0. Following the proposed guidelines, an 
educational environment based on an electro- 
pneumatic sorting cell has been developed. 
Specifically, the paper presents the update of this 
system to the Industry 4.0 paradigm, resulting in 
a realistic industrial environment where the 
enabling technologies are integrated in a simple 
way so that it can be operated by students. 
Initially, the cell comprised a centralized automation 
architecture, an isolated robot and a local SCADA 
system. These traditional automation architecture 
and elements made the cell an ideal target for its 
upgrade to an Industry 4.0 learning environment. 
Most of the related works describe environments 
which involve only a few isolated technologies, 
with scarce or non-existent associated hands-on 
tasks. Nevertheless, in this work, hand-on activities 
have been developed to practise with the enabled 
technologies, which interact with each other, in 
order to avoid a limited view in which students 
would only acquire a partial knowledge. The pro-
posed platform also enables the emulation of com-
plex and understandable hands-on scenarios for 
training people in the engineering field or even 
from other domains.

The paper is structured as follows: literature review 
of frameworks or models of Industry 4.0 and educa-
tional requirements in this context are presented in 2. 
In Section 3, guidelines to develop demonstration 
models on Industry 4.0 are proposed. In Section 4, 
the developed environment is explained in detail. 
Section 5 describes the educational tasks carried out 
with the environment in a Master’s Degree. The results 
of the educational experience, which was assessed by 
students using questionnaires, are discussed in 
Section 6. Finally, conclusions are drawn in Section 7.

2. Literature review

The Industry 4.0 framework entails the need to create 
a broader and better structured knowledge of the 
basic concepts in different engineering disciplines 
(Motyl et al. 2017), such as electricity, electronics, 
computers, mechanics, etc. Moreover, these disci-
plines should be able to work collectively in order to 
transfer the knowledge to business environments 
with the final aim of achieving smart factories (Chen 
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et al. 2018). In this scenario, universities play an 
important role by developing integrated engineering 
programs that cover these new education require-
ments (Cevik et al. 2018).

Research on education in the context of Industry 
4.0 focuses on several aspects, such as new qualifica-
tion requirements, emphasizing particular topics that 
are relevant for the curricula, transformation of the 
education itself (Education 4.0) and providing stu-
dents with new laboratories that replicate production 
environments (Co¸skun, Y. Kayıkcı, and E. Gen¸cay 
2019). Industry 4.0 environments help to promote 
the applicable knowledge and to develop practical 
skills; in conclusion, to close the gap between the 
universities and the production environments (Cevik 
et al. 2018). University-industry cooperation, together 
with interdisciplinary collaboration, soft skills and 
open learning systems, are vital in the Industry 4.0 
era (Huba and Kozak 2016).

Regarding the requirements and demands for the 
education of students, the skills can be divided into 
four main groups: technical, methodological, social 
and personal (Benešová and Tupa 2017). It is well 
known that methodological, social and personal skills 
are taught in a transversal manner in all university 
subjects. Focusing on the more technical skills, these 
can be further subdivided into: value-added auto-
mated operations, information and communication 
technologies, data collection, data storage and pro-
cessing, state-of-art knowledge, and innovation and 
entrepreneurship (Wrobel-Lachowska, Polak- 
Sopinska, and Wisniewski 2018; Cevik et al. 2018.

The review of the literature about new laboratory 
concepts brings several works. In the last years, differ-
ent laboratories have been proposed in order to train 
students and professionals in the Industry 4.0 frame-
work (Co¸skun, Y. Kayıkcı, and E. Gen¸cay 2019). Virtual 
learning environments (VLE) have been proposed to 
provide reliable and feasible simulations of the beha-
vior of machines and real processes (Liagkou, Salmas, 
and Stylios 2019). These environments enable the 
operation of real processes remotely (Schuster et al. 
2016) and also collaboratively, e.g. making use of 
a human-robot team (Anjarichert et al. 2016). 
Moreover, serious games and gamification 
approaches have been proposed for both academic 
and industrial contexts. They provide interactive con-
tents, visual representation of concepts, time saving, 
active learning and an increase of motivation (Chaim 

et al. 2018). However, there exist challenges such as 
oversimplification of the real systems, educational 
integration problems and interactivity limits 
(Almeida and Simoes 2019).

New laboratory concepts should offer a more inno-
vative and immersive training, where students and 
professionals can perform practical experiences and 
can demonstrate empirically theoretical concepts in 
the Industry 4.0 framework. In this sense, learning 
factories (LF) are interdisciplinary hands-on engineer-
ing designs with strong connections with the industry 
and with didactic part that defines what should be 
learned and how (Abele et al. 2015). Students can 
apply the acquired theoretical knowledge in realistic 
industrial situations using these holistic environments 
(Sallati, de Andrade Bertazzi, and Schützer 2019). The 
fact that learning factories provide a reality-oriented 
production environment as a learning environment in 
which only small abstractions are available (Abele 
et al. 2015), makes it possible to give academic 
research capacity back to industry, which translates 
into a mutual benefit for both parties (Vijayan, Jon 
Mork, and Giske 2019). In order to achieve this mutual 
benefit, Learning Factories need to define realistically 
the elements that represent the complexity of 
a production process, with minimum simplifications 
admissible by both parties.

Learning factories allow students to develop key 
competencies for Industry 4.0, for instance, by allowing 
training in realistic manufacturing environments, mak-
ing the learning process more modern and practical, 
adopting new manufacturing knowledge and technol-
ogy and stimulating talent-based innovation and crea-
tivity (Abele et al. 2015). Learning factories have shown 
a better performance in the development of skills and 
acquisition of knowledge than traditional approaches 
(Baena et al. 2017). In Learning Factories, research 
problems are identified or reviewed and solutions ver-
ified with lower costs and complexity than in real 
factories, and so they are frequently used as validation 
settings. Companies pursue to deal with the newest 
technologies and latest know-how, and learning fac-
tories offer high potential for display and innovation 
transfer (Tisch and Metternich 2017).

An example of learning factory, implementing sev-
eral technologies in the Industry 4.0 vision and with 
a strong experiential learning approach is presented 
in (Elbestawi et al. 2018). This LF provides a modern 
design and resources such as simulation, prototyping, 
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manufacturing processes, including 3D metal printing 
resources, and automated assembly and testing sys-
tems. In (Prinz et al. 2016) a variety of learning mod-
ules for the smart factory in Industry 4.0 are 
presented. The individual targets pursued are: work-
ing with high amounts of data, using new methods 
and technologies, and understanding the new human 
role and organizational structures in the manufactur-
ing process. Another related work which seeks to 
make the Industry 4.0 paradigm more tangible using 
the LF approach, is presented in (Erol et al. 2016), 
where an Industry 4.0 Pilot Factory is planned. 
Authors have created a ‘problem-competency cube’ 
which is used as a basis for the development of pro-
blem-specific competencies and educational formats, 
for instance, in problem-oriented cases and practical 
training. In (Schallock et al. 2018), the design of a LF 
for Industry 4.0 that addresses the increasing demand 
for future skills of production staff is described. Its 
conceptual design tackles theoretical and practical 
parts, without forgetting the educational concept. 
Practical tasks include the introduction of smart 
devices, connection of information flows and perfor-
mance monitoring. A common aim of most LF 
approaches is the hands-on qualification of the users.

An environment for education on Industry 4.0 was 
presented in (Fuertes et al. 2021). It is based on an 
industrial pilot plant that incorporates several 
enabling technologies and has been used for training 
in the field of process control. In this paper, this 
research line is continued. One contribution is the 
proposal of a set of guidelines to update industrial 
systems to the Industry 4.0 paradigm. Following these 
guidelines, a demonstration model on Industry 4.0 for 
manufacturing industry has been developed, which is 
based on a flexible manufacturing cell. Besides, this 
work combines different technologies such as auto-
mation, virtual and augmented reality, cybersecurity, 
system integration, robotics, data storage and cloud 
computing. Another contribution is to provide realis-
tic hands-on experiences to the students involving 
these novel technologies. The final aim is to enhance 
their training process, preparing students better for 
Industry 4.0 era.

Most of the previous works involve only a few 
technologies, even though the idea of enabling tech-
nologies working collectively is widespread. Also 
some of them have few or non-existent hands-on 
tasks and none has incorporated any aspect of 

industrial cybersecurity. Instead, the Learning 
Factory proposed in this work is able to simulate 
complex scenarios by integrating a wide variety of 
enabling technologies that relate to each other. 
These technologies have been implemented and 
developed in a simple way so it can be managed 
easily by students, but without detaching them from 
the complexity of the industrial world. The use of the 
system by the students allows to propose a method 
for training students, consisting of a set of practical 
tasks to work collectively with the enabling 
technologies.

3. Guidelines to develop demonstration models 
on Industry 4.0

As exposed before, it is essential to use replicas of real 
industrial systems to train students and professionals 
in the Industry 4.0 model (Co¸skun, Y. Kayıkcı, and E. 
Gen¸cay 2019; Baena et al. 2017). However, the devel-
opment of demonstration models for Industry 4.0 
involves a non-trivial selection and integration of 
technologies that must balance realism, educational 
value, flexibility and scalability. For that reason, it is 
appropriate to define guidelines for the selection and 
orientation of the enabling technologies (Cañas et al. 
2021). These technologies are (Fuertes et al. 2021; 
Belman-Lopez, Jiménez-García, and Hernández- 
González 2020): automation, system integration, IoT 
connectivity, cloud storage and computing, data ana-
lysis, simulation and cybersecurity. Besides, these 
technologies should not work independently, but 
connections should be established between them so 
that the student understands that the system is 
a whole, not as the sum of isolated technologies 
(Sallati, de Andrade Bertazzi, and Schützer 2019).

For automation, distributed and decentralized con-
trol architectures are the suitable implementations in 
Industry 4.0, with control systems and robots commu-
nicating through standard industrial buses to increase 
efficiency, speed and repeatability (Hermann, Ilsen, 
and Aurich 2017). In addition, protection and safety 
systems are fundamental elements to be taken into 
account in an automated environment.

The needs for systems integration have led to an 
effort to simplify the development of environments, 
where new largely visual programming approaches 
have emerged. In these approaches, the interconnec-
tion of the different elements of a system is organized 
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as flows, composed of nodes (modules with specific 
functionalities, equivalent to functions in text-based 
programming languages), connected to each other 
by means of a direct link. In this regard, different 
programming tools are emerging, usually browser- 
based and with the ability to interconnect a wide vari-
ety of devices (hardware, APIs and online services) (Ray 
2017). Among these, it is proposed to use Node-RED, as 
it is driven by a community, for home automation 
development, but also by industrial manufacturers, 
which use it as a system interconnection engine in 
their latest devices. Other related technologies avail-
able are Crosser (Balducci et al. 2020) (whose main 
advantage is a very close interconnection with 
Python and its machine learning functionalities), 
ioBroker (Triantafyllou, Sarigiannidis, and Lagkas 
2018) (more focused on home automation), and OPC 
Router (Lipp et al. 2021) (which pursues the standardi-
zation of the information exchanged in the industrial 
framework), among others.

The decentralized character of data generation 
promotes new data processing methods. For this rea-
son, one of the Industry 4.0 pillars is cloud storage and 
computing. In this regard, different alternatives have 
emerged to develop cloud-based services. Among 
them, IBM Cloud, Microsoft Azure, Amazon Web 
Services or Google Cloud can be highlighted 
(Derhamy et al. 2015). It is also possible to use on- 
premise non-relational databases such as MongoDB, 
CouchDB, Cassandra and Neo4J (Chickerur, Goudar, 
and Kinnerkar 2015; Fraczek and Plechawska-Wojcik 
2017). In terms of the connectivity required to achieve 
communication between physical systems and cloud 
platforms, protocols such as Message Queuing 
Telemetry Transport (MQTT) are used. MQTT is an 
IoT protocol based on a publisher/subscriber philoso-
phy, where a central element (known as a broker) is 
responsible for redirecting all the data generated 
under a given topic to the devices subscribed to it, 
so listening confirmations are not necessary and the 
incorporation of new devices is facilitated. MQTT 
shares this messaging pattern with other protocols 
such as Java Messaging Service (JMS), Extensible 
Messaging and Presence Protocol (XMPP) or 
Advanced Message Queuing Protocol (AMQP) 
(Iglesias-Urkia et al. 2017). MQTT is chosen in this 
work because of its lightweight nature, widespread 
acceptance and the presence of security mechanisms 
which are essential for communication through 

public networks (Sadio, Ngom, and Lishou 2019). 
OPC UA would be another interesting alternative, 
since it is an automation-oriented communication 
standard that also includes security mechanisms 
(Profanter et al. 2019).

Simulations are developed to mirror system func-
tional features. These virtual models, known as digital 
twins, can be programmed with specific tools pro-
vided for manufacturers of automation systems 
(Guerra-Zubiaga et al. 2021), but these tools are 
usually complex and expensive, therefore not 
oriented for training. For that reason, the authors 
propose to use open graphics engines, such as Unity 
3D or Unreal Engine, that are generally used for the 
development of video games but that increasingly 
include frameworks oriented to applications in engi-
neering, marketing or architecture (Schluse and 
Rossmann 2016). Besides, these engines allow to 
speed up the script programming, due to the wide 
variety of reusable code available.

Finally, cybersecurity is extremely important in the 
context of Industry 4.0. Mechanisms to protect the 
infrastructure from attacks or unauthorised accesses 
have to be used. For this end, a demonstration model 
on Industry 4.0 has to segment the network architec-
ture and use industrial firewalls. A criterion to select 
a firewall for the industrial network should be the 
support of application-level filtering of the specific 
protocols used in the network, a feature not too wide-
spread (Francia Iii, Francia, and Pruitt 2016). 
Commercial solutions, such as Tofino Xenon or 
Stormshield SNi40 or an ad-hoc solution with this 
feature could be used. Another important aim is to 
improve the protection of the network perimeter. For 
that purpose, it is appropriate to require Virtual 
Private Networks (VPN) for external access, using 
a tunneled and encrypted communication (Lezzi, 
Lazoi, and Corallo 2018).

In Figure 1, the proposed guidelines described in 
this section to develop demonstration models in 
Industry 4.0 are summarized. For each enabling tech-
nology, the main characteristics and the tools pro-
posed to use are indicated. In addition, the figure 
includes the educational demands required in the 
Industry 4.0 technical domain, as well as the relation-
ship between these and the corresponding enabling 
technologies, depicting which enabling technologies 
contribute to the achievement of each educational 
demand. First, state-of-art knowledge is a transversal 
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educational demand that refers to all the enabling 
technologies of Industry 4.0, since students need to 
have essential notions and knowledge about all these 
technologies in order to subsequently be able to 
implement them correctly. In addition, value-added 
automation operations are achieved with correspond-
ing innovations in automation and robotics, as well as 
system integration, which enables the interconnec-
tion of different devices and instrumentation.

On the other hand, as far as information and com-
munication technologies (ICT) are concerned, they are 
directly related to the connectivity between systems, 
the interconnection and exchange of information 
through different protocols, and the appropriate 
cybersecurity measures to prevent incidents from 
happening. Data collection is directly related to the 
tools developed for system integration, which allow 
obtaining data from different devices and equipment, 
and also to the communication protocols for connec-
tivity between such equipment. In addition, data col-
lection is also related to the simulations, which allow 
comparing the estimated data with those of real sys-
tems, and to cloud computing, which also provides 

various previously stored or processed data. 
Furthermore, the demand for data storage and pro-
cessing takes place primarily in the cloud environ-
ment, where data of different kinds and origins that 
have been previously collected can be processed. 
Finally, innovation and entrepreneurship are also 
cross-cutting educational demands for all the 
enabling technologies of Industry 4.0, since students 
will need to come up with new ideas and novel 
proposals to meet the challenges that will arise in 
relation to these technologies, seeking to optimize 
production.

4. Proposed environment

The proposed guidelines are applied for the develop-
ment of a demonstration model, which is based on an 
existing electro-pneumatic cell for classifying of 
pieces that is updated to the Industry 4.0 paradigm, 
through the incorporation of the enabling technolo-
gies mentioned above. The electro-pneumatic cell 
(Prada et al. 2015) has different subsystems, as it is 
shown in Figure 2, in order to replicate a production 
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Figure 1. Guidelines to develop a demonstration model on Industry 4.0.
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process. The first subsystem is a conveyor belt with 
pneumatic cylinders, which detects the presence of 
the pieces using photoelectric sensors, and a video 
camera to identify each one of the pieces by means of 

an alphabetical code printed on them. For each item 
processed, three different sequences for the pneu-
matic cylinders can be selected, which replicate var-
ious manufacturing processes applied to the pieces 

Figure 2. Electro-pneumatic cell.
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fed into the sorting cell. Another subsystem is 
a pneumatic manipulator, located at the end of the 
conveyor belt, whose function is to collect the pieces 
that have been already processed and redirect them 
to a set of storage lanes. In these storage lanes, the 
item will be classified depending on the code printed 
on it, read by the aforementioned video camera. 
Finally, the last subsystem is an industrial robot, in 
charge of loading the different pieces at the begin-
ning of the conveyor belt in each work cycle, as well 
as picking up all the pieces stored in the different 
lanes at the end of the cycle.

Before its update, the system had a centralized 
automation architecture with a local SCADA that com-
municated with a PLC using proprietary and, conse-
quently, opaque communication protocols lacking 
security. Furthermore, the out-of-date automation 
architecture hindered the system integration. 
Although a simple 3D simulation of the system was 
available, it lacked interactive functionality. An ad-hoc 
OPC-database link was used to storage system data 
into a local database, so no cloud services were 
deployed. Next, it will be described how the different 
Industry 4.0 technologies have been incorporated 
into the mentioned system, following the guidelines 
described in section 3.

4.1. Automation

Automation is available in the electro-pneumatic sort-
ing cell, through the use of a Programmable Logic 
Controller (PLC), an industrial robot and several sen-
sors and actuators. A new PLC has been installed to 
replace the one originally used in the cell, constituting 
a more up-to-date option that has larger memory 
storage for data and programs, as well as the capacity 
to process more instructions per second. In addition, 
it has better memory protection features, different 
options to prevent modification of the program or 
its subsections, and more advanced network manage-
ment features. The signals used by the demonstration 
model are digital, and are acquired by a distributed I/ 
O module that communicates with the PLC through 
the standard Modbus TCP/IP communication proto-
col. In addition, this PLC communicates with two 
variable frequency drives, also via Modbus TCP/IP 
standard. These frequency drives are used to control 
motors associated with the conveyor belt and the 
manipulator. The industrial robot works 

independently from the PLC, having its own control 
system and its own strategy. Since the industrial robot 
is outdated, it is not possible to directly use a standard 
communication protocol with the PLC. In order to 
share information between them, several signal 
were wired from the PLC I/O module to the external 
signal card of the robot. Using these signals, the con-
troller is able to share information and trigger differ-
ent movements of the robot depending on the state 
of the cell.

The cell is also equipped with a signalling and 
safety system for the operating environment, with 
a siren, several beacons associated with the conveyor 
belt and the manipulator, as well as a general purpose 
beacon and a photoelectric barrier sensor connected 
to a relay so that, if the barrier is interrupted, the relay 
opens, requiring it to be reset in order to resume the 
production process. The signals generated by these 
elements are also centralised in the distributed I/O 
module.

4.2. Systems integration

The integration of the systems in the production pro-
cess has been performed using Node-RED. Several 
multi-purpose flows have been developed: a flow for 
reading and writing the signals of the cell, 
a parameterization and automatic control flow, 
a manual control flow, a flow for safety and alarms, 
a flow for image processing and a cloud connection 
flow to exchange the data collected with the cloud 
computing systems. Figure 3 shows the different 
flows configured in Node-RED, as well as the connec-
tion between them, with the local process, the local 
monitoring and the cloud.

The reading and writing flow is configured to cen-
tralize communication with the PLC via Modbus TCP 
and avoid multiple read and write requests simulta-
neously. Recorded data are used by the other flows. 
Parameterization and automatic control, manual con-
trol and vision flows use nodes that allow both pro-
cessing data collected from the PLC and data entered 
directly by the user, and generating the appropriate 
Modbus response to be interpreted by the PLC. Data 
are entered by the user from the local monitoring and 
operation dashboard, a control panel capable of oper-
ating in low-cost devices. On the other hand, the 
safety and alarms flow collects data from the PLC to 
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display the status of the different beacons and signal-
ling elements available in the demonstration model. 
However, in this flow no data are requested from the 
user and no Modbus response is generated, since it is 
a flow intended for alarm visualization.

In addition, image processing is performed in the 
vision flow that begins with a pre-processed image 
served by a Python script. The Python script can com-
municate with the camera installed on the cell con-
veyor belt using OpenCV. Pre-processing of the 
captured image by the Python script consists of isolat-
ing the section corresponding to the item code from 
the whole captured image, and identifying contours 
within the gray scale image. The image is converted to 
a gray scale, applying changes in contrast and orienta-
tion, and a Tesseract optical character recognition 
(OCR) node (Smith 2007) interprets the characters 
that constitute the code. If the characters read corre-
spond to one of the possible expected codes, this code 
is stored for future use. Otherwise, the image is read 
cyclically with different contrast and/or orientation 
conditions until the code is read correctly or, on the 
opposite, a limited number of attempts is reached, 
notifying the user of a failure to identify the printed 
code. The bottom part of Figure 3 shows the link 
between the Python script and the Node-RED flow, 
along with an example to show how it works.

4.3. Cloud services

The cloud flow, also developed with Node-RED, 
receives data from the different flows mentioned pre-
viously, and sends them to the IBM Cloud. MQTT is the 
technology used for the communications. The engi-
neering station is the MQTT client while a Watson IoT 
Platform service, offered by IBM Cloud, is the MQTT 
broker in this communications system. The Watson 
IoT service has also been used to monitor the status of 
data traffic between the MQTT devices. Besides, 
a virtual machine has been deployed in the cloud 
using the Cloud Foundry service. In this virtual 
machine, data storage and processing has been 
implemented in an app using a new Node-RED brow-
ser-based flow editor. The flows programmed in the 
app also function as MQTT clients, which generate 
and request data from Watson IoT Platform, using 
MQTT nodes. The data are sent to a database in 
a IBM Cloudant service, the third cloud service, 
where they are stored. A monitoring and operation 
dashboard, to manage the system remotely, has also 
been programmed in this virtual machine. The com-
munication between the engineering station and the 
cloud, as well as the detailed interaction of the differ-
ent services deployed in the cloud, can also be 
observed in Figure 3.

Figure 3. Development of the system integration.
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4.4. Simulation

In order to implement simulation and virtual reality 
functionalities, a digital twin of the process has been 
developed, using the Unity 3D graphics engine. Unity 
3D allows the development of both desktop applica-
tions (for Windows, macOS or Linux) and Android-based 
mobile applications. The digital twin is based on 3D 
virtual models imported from AutoCAD, animated by 
programming a series of scripts in Unity 3D, using the C# 
programming language. A Windows desktop applica-
tion has been developed, as well as an Android applica-
tion aimed at implementing virtual reality 
functionalities.

The application has a manual operation mode that 
allows to modify different parameters of the system, 
such as the speeds of the elements present or the 
selection of the item to classify, as well as a free 
displacement through the work area; in addition, the 
data generated during the simulation are stored in 
the computer as a comma-separated values (CSV) file, 
which allows to make a comparison with the real 
system operation. On the other hand, there is also 
an automatic operation mode where the system is 
parameterized and the operation in the virtual reality 
environment can be seen.

Augmented reality functionalities have also been 
incorporated into the demonstrator. An application 
for a mobile device, which receives data from the cell 
through the Node-RED reading and writing flow, has 
been developed. The mobile application obtains 
images through the device camera and overlay high-
lighted information of the process on these images. 
By training through previously taken images, the 
mobile application is able to identify the scene in 
real time. The scenes are configured in order to estab-
lish the information that is shown on the application. 
This information is diverse: values of the sorting cell 
variables, such as the speed of the motors; alarms to 
indicate if any element is in failure; or drop-down 
fields, which allow to obtain additional information 
about the plant, such as operation manuals.

4.5. Cybersecurity

Finally, with regard to the cybersecurity, an industrial 
firewall was installed in the cell. This firewall is a low- 
cost device, developed ad-hoc to block undesirable 
traffic in network and application levels, filtering read/ 

write access using Modbus TCP protocol, as well as 
data transmitted through the proprietary PLC config-
uration protocol. This filtering ensures an additional 
level of security and event control in industrial control 
devices based on this configuration protocol. The fire-
wall is configured through a web interface and has 
a protection box, embeddable in DIN rail, for indus-
trial environments. There are currently a few powerful 
solutions in the market, e.g. Stormshield SNi40 or 
Tofino Xenon, but with a higher cost.

In addition, in order to make remote maintenance 
and access to the demonstrator more secure, 
a remote access system has been implemented 
through VPN. Specifically, the well-known OpenVPN 
tool has been used, which offers point-to-point con-
nectivity through an SSL tunnel.

5. Educational experience

In the 2018–2019 academic year, previously to the 
proposed upgrade, the classification cell was used in 
the subject Automation and Process Control in 
a Master’s Degree. About 20 students were enrolled 
in this subject. At that time, the cell was focused to 
train students mainly in the control and automation 
field. The system consisted of a centralised automa-
tion architecture based on a PLC with input and out-
put cards where the analog and digital signals were 
wired. In addition, there was a local SCADA that com-
municated with the PLC through a proprietary proto-
col, lacking any cybersecurity measure. It had a 3D 
simulation of the system operation but lacked inter-
active functionality. No cloud services were available, 
so data storage to a local database was performed 
with an OPC-database link.

The tasks proposed during this course consisted 
of a set of practical tasks focused on industrial 
instrumentation, system control and automation. 
Students learnt the hardware configuration and pro-
gramming of PLCs, the configuration of variable 
speed drives and the robot programming. 
Therefore, students had not the opportunity of 
practising on system integration, cloud computing 
and storage, virtual or augmented reality or cyber-
security, since the electro-pneumatic cell did not 
incorporate any of the mentioned Industry 4.0 tech-
nologies. These contents were only explained to the 
students from a theoretical point of view.
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In the 2020–2021 academic year, once the system 
was upgraded incorporating the Industry 4.0 technol-
ogies with corresponding practices, it was used by 18 
students in the same subject (Automation and 
Process Control) of the same Master’s Degree. Note 
that both courses, before and after the update, com-
prised a similar number of students with an identical 
profile. Moreover, the faculty taught the subject in the 
same way.

Due to the exceptional situation caused by COVID- 
19, the tasks were designed to be carried out indivi-
dually and taking advantage of remote control and 
monitoring functionalities. As an exception, students 
had contact with the real system in small groups of 
three people. Prior to the hands-on work with the 
demonstration model, students were provided with 
the necessary information about how to carry out 
these tasks in the Moodle platform (documents, 
videos and simulations), preceded by a brief introduc-
tion to the state-of-the-art of the enabling technolo-
gies in Industry 4.0, as well as a description of the 
subsystems that compose the demonstration model. 
Furthermore, before starting the tasks, they visited 
the physical facilities where the electro-pneumatic 
cell is located and observed a practical demonstration 
of the system’s operation. The students carried out six 
different tasks with the update system. Due to the 
time constraints of the Master’s course, the proposed 
educational tasks were not oriented to learn each 
technology in depth. However, the practical and rea-
listic nature of the proposed demonstration model 
allows to develop more detailed tasks that would be 
useful for specialized courses.

In the first task, related to automation, the config-
uration of the programmable logic controller and the 
distributed I/O for signal acquisition, as well as of the 
robot program, are made. There is an initial config-
uration to which students make modifications with 
regard to hardware and software. The hardware con-
figuration of the system is programmed in the engi-
neering station, where the student needs to 
understand the configuration of the inputs and out-
puts from the distributed I/O, the control strategy in 
the PLC, programmed using Sequential Function 
Chart (SFC) language, and the program in the robot.

In the second task, related to systems integration, 
students work with Node-RED as a programming 
environment and monitoring tool. To access the 
Node-RED interface, it is not necessary to install any 
additional tools, only a web browser is required. 
Students initially navigate through the different dash-
boards available (see Figure 4), such as the parame-
terization dashboard, the one corresponding to the 
manual control, image processing, alarms or local 
monitoring and operation, with the aim of under-
standing how Node-RED dashboards work within 
the demonstrator model. Students then interact with 
the programming interface of the environment, ana-
lyzing the different information flows within the 
nodes created, and implementing small modifications 
to observe their effects on the system. For example, 
students edit one of the Modbus writing nodes within 
the signaling flow, modifying the value in the memory 
address corresponding to one of the beacons, so that 
it switches on or off accordingly.

The third task also uses the Node-RED program-
ming environment, but now as an edge computing 

Figure 4. Dashboard corresponding to the parameterization flow with Node-RED.
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tool, aimed at processing the images of the pieces. 
For the acquisition of these images from the process, 
the aforementioned script, programmed in Python, is 
used. First, students analyse the Node-RED code 
implemented to acquire and process the images 
obtained from the electro-pneumatic cell. Next, they 
perform a practical example where one of the images 
of the process is captured and analyzed in the Node- 
RED environment. In this practical example, the time-
stamps when the item code is read with the camera, 
when the item reaches the end of the conveyor belt 
and when the manipulator deposits it in one of the 
storage lines are captured for later analysis. A CSV file 
with these timestamps is generated in order to be 
compared both with the data generated in the simu-
lation of the digital twin (in task 5) and with the data 
stored in the cloud (in task 6).

In the fourth task, industrial cybersecurity is stu-
died. This involves working with the aforementioned 
firewall, which allows network traffic to be filtered 
according to different rules. The effect on the opera-
tion of the cell when Modbus protocol packets are 
rejected is tested by the student. More specifically, 
students set a rule to filter Modbus packets addressed 
to the PLC, allowing only Modbus write functions to 
be sent from the engineering station and the Node- 
RED environment.

In the fifth task, divided in two parts, students 
work with the digital twin (see Figure 5). This simu-
lation of the cell allows the students to interact 
with the system in the same way as if they were 
interacting with the physical one. In the first part, 
the digital twin is running in a virtual reality envir-
onment for Android, through the use of virtual 
reality (VR) glasses. In the second one, students 
become familiar with the desktop application of 
the digital twin, observing changes in the process 
depending on the different sequences selected, as 
well as the different points of view and speeds 
available. It is in this desktop application where 
students extract the timestamps corresponding to 
the sequences simulated by the digital twin, which 
are then compared with those ones obtained with 
the execution in the real physical system. It should 
be taken into account that these timestamps will 
vary depending on the selected cylinder sequence, 
so students must pay special attention to work with 
the same sequence both in the real execution and 

in the simulation, to ensure that the timestamp 
comparison is correct.

In the last task, the cloud is used for data storage 
and computing. Following the structure presented 
above, communication with the cloud from the engi-
neering station is performed through MQTT, using 
Watson IoT as MQTT broker, and data are stored into 
the database deployed in the Cloudant service. 
Students conduct a brief study of the different ser-
vices offered in the cloud, especially focusing on the 
Cloudant service, for data storage, and the Watson IoT 
service, with a dashboard to visualize and interact 
with the received data. At this point, students work 
again with the data generated in the third task, com-
paring them with data stored in the cloud and thus 
analyzing the performance of the system in the dif-
ferent executions.

6. Results

After carrying out the aforementioned activities, stu-
dents complete the questionnaire shown in Table 1. 
The first 10 questions are based on the well-known 
System Usability Scale (SUS) (Aaron, Kortum, and 
Miller 2008) to evaluate the usability of a system. In 
addition, 5 further questions were added with the aim 
of evaluating students’ perceptions about the influ-
ence of the environment on their learning. In 
response to the questions, students must indicate: 
strongly agree (5), agree (4), neither agree nor dis-
agree (3), disagree (2), or strongly disagree (1).

The SUS questionnaire aims to provide an evalua-
tion of the usability of the demonstration model by 
obtaining a number, from 0 to 100. The score calcula-
tion with the SUS questionnaire starts assigning 
a range from 0 to 4 points to the answers of the first 
10 questions, so that the score for the odd questions 
(1, 3, 5, 7, 9) will be the result minus 1 and, for the 
even questions (2, 4, 6, 8, 10) the result obtained will 
be subtracted from 5. Finally, the scores obtained are 
added up and the result is multiplied by 2.5, to obtain 
a total score with a range between 0 and 100. With 
these calculations, in this case of study, a mean score 
of 73.1, a maximum value of 87.5, a minimum of 60 
and a median of 73.8 are obtained. Since the results 
obtained have an average score of more than 70 
points, the Industry 4.0 demonstration model can be 
considered to provide an adequate usability.
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The results of the questionnaire can be seen gra-
phically in Figure 6, where it can be observed that, in 
questions 1, 3, 5, 7 and 9, the percentages for the 
scores of 4 and 5 are high; whereas, in the case of 
questions 2, 4, 6, 8 and 10, the high percentages are 
those ones corresponding to the score of 2 and 1. 

These results correspond to the meaning of the ques-
tions according to the SUS methodology: odd- 
numbered questions have a positive meaning, and 
therefore the statements are expected to have high 
scores; whereas even-numbered questions have 

Figure 5. Digital twin environment and its implementation in virtual reality.
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a rather negative meaning, with low scores being 
desirable.

On the other hand, for the additional questions (11 
to 15), 94% of the students selected the answers 
‘completely agree’ or ‘agree’. This indicates that, 
from the students’ perspective, the demonstration 
model consolidates theoretical knowledge about the 
enabling technologies of Industry 4.0, improves learn-
ing, increases their motivation and encourages their 
interest in continuing their training on these 
technologies.

Analysing the results, it can be concluded that the 
demonstration model fulfils its objective of offering 
practical training in the Industry 4.0 approach. 
However, it is noticeable that a large percentage of 

the students answered with a score of 4 or 5 to question 
4, which is even and has a certain negative connotation 
(‘I would need the support of a technical person to be 
able to use this system’). This response raises the ques-
tion of whether, in this kind of demonstration models of 
emerging technologies, students would require more 
help from faculty to use the system confidently.

In addition to these students’ perceptions, the 
effect of the updated environment on student learn-
ing in Industry 4.0 was studied. The grades for the 
questions on enabling technologies posed in the eva-
luation of the course with the upgraded system were 
compared with those obtained in the 2018/2019 
academic year, before the update.

Table 1. Questionnaire.
Question No. Description

Q1 I would like to use this system frequently.
Q2 I found the system unnecessarily complex.
Q3 The system was easy to use.
Q4 I would need the support of a technical person to be able to use this system.
Q5 I found that the various functions in this system were well integrated.
Q6 There is too much inconsistency in this system.
Q7 I suppose that most people would learn to use this system very quickly.
Q8 I felt very confident using this system.
Q9 I found the system very cumbersome to use.
Q10 I needed to learn many things before I could work with this system.
Q11 I consider this environment useful for consolidating theoretical knowledge.
Q12 I improved my learning using the demonstration model of Industry 4.0
Q13 The demonstration model increased my motivation in the learning process.
Q14 I would like to perform more hands-on tasks with this educational environment.
Q15 This hands-on task has allowed me to acquire knowledge

relative to the enabling technologies of Industry 4.0.

Figure 6. Graphical representation of the questionnaire results.
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The students of the 2018/2019 academic year, 
who only received a theoretical Industry 4.0 edu-
cation, obtained an average score of 7 out of 10 
points, whereas the students who complemented 
their training with the practical approach provided 
by the developed demonstration model, obtained 
an average score of 8.5 out of 10 points.

Although, obviously, it is not possible to derive 
conclusive evidence of the improvement in stu-
dents’ learning from those results, the 21% 
improvement is encouraging with respect to the 
educational value of the proposed approach. 
Moreover, it was perceived a significant increase 
in the motivation and interest of the students 
working with these novel technologies in this way.

On the other hand, with respect to the main-
tainability of the action, the faculty have held 
regular meetings (at least once a month) in 
which the strategies for the development and 
use of the demonstration model were discussed. 
Although the initial effort for the development of 
these technological platforms is high, it is noted 
that workload decreases substantially once the 
system is in operation, making it possible to sus-
tain the action for the following academic years.

7. Conclusions

Training on Industry 4.0 must rely on realistic 
industrial environments that are easily manageable 
in an educational context. This way, students make 
contact, from an educational environment, with 
the industrial reality. In this paper, guidelines are 
proposed to develop Industry 4.0 demonstration 
models that implement enabling technologies 
such as automation, system integration, cloud sto-
rage and computing, Internet of Things, digital 
twin, virtual and augmented reality and industrial 
cybersecurity. The proposed Industry 4.0 demon-
stration model must offer an interconnected tech-
nological framework, where different technologies 
do not act in an isolated way. It must also be 
flexible and scalable. As a result, the proposed 
guidelines have been the use of decentralized 
architectures with distributed I/O modules and 
standard communications, system integration 
with Node-RED and MQTT, the development of 
cyber-physical systems with edge computing func-
tionalities, data storage and analysis in the cloud, 

the use of firewalls with deep packet inspection for 
network segmentation and filtering, as well as vir-
tual private networks, and the virtualization of 
platform functionalities through digital twins and 
virtual and augmented reality tools.

Following the proposed guidelines, an Industry 4.0 
demonstration model has been developed, based on 
an existing electro-pneumatic robotic cell for classifica-
tion of pieces. This demonstration model has been 
used by students in a Master’s degree course. In this 
educational experience, a set of practical tasks has 
been carried out by students to work collectively with 
the enabling technologies. Feedback from the students 
was collected to assess the proposed approach. The 
results from students indicate that the developed 
environment is a suitable tool for reinforcing theoreti-
cal knowledge and helping to close the skills gap 
created by the digitization process, bringing closer 
the learning process to Industry 4.0 technologies.
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