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Abstract: The tracking of people is an indispensable capacity in almost any robotic application.
A relevant case is the @home robotic competitions, where the service robots have to demonstrate
that they possess certain skills that allow them to interact with the environment and the people who
occupy it; for example, receiving the people who knock at the door and attending them as appropriate.
Many of these skills are based on the ability to detect and track a person. It is a challenging problem,
particularly when implemented using low-definition sensors, such as Laser Imaging Detection and
Ranging (LIDAR) sensors, in environments where there are several people interacting. This work
describes a solution based on a single LIDAR sensor to maintain a continuous identification of a
person in time and space. The system described is based on the People Tracker package, aka PeTra,
which uses a convolutional neural network to identify person legs in complex environments. A new
feature has been included within the system to correlate over time the people location estimates by
using a Kalman filter. To validate the solution, a set of experiments have been carried out in a test
environment certified by the European Robotic League.
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1. Introduction

In the framework of robotics competitions, such as RoboCup@home, the skills of robots are
compared by performing different tasks. During the days of the competition, the study area, usually
known as arena, is visited by several robots that are evaluated performing different tasks. During these
evaluations, the referees give scores to different capacities of the robot such as mapping, autonomous
navigation, or tracking people; all associated with specific functionalities [1,2]. Among these skills,
the detection and tracking of people are included between the most important ones, since many
tasks that the robots must perform depend completely on the correct detection and later tracking of a
specific person.

This work proposes a solution for tracking people during their interaction with the robot in
domestic environments using a single LIDAR sensor. During competitions, these sensors are mainly
used to carry out the navigation process and perform SLAM tasks. In general, the sensors are placed
in a low position, at ∼30–50 cm above the ground, to detect obstacles. They are also used to build
occupation maps. The information provided allows you to estimate the distance at precise angles
(with resolutions of 0.5 degrees). This article proposes to use the same information acquired by these
sensors to infer and track the position of a person over time.

Identifying and tracking people is a mandatory skill in @home benchmarks since it is very
important in human-robot interaction [3]. There are three main issues associated with this skill to
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deal with: (1) proxemics, the position of the person with respect to the position of the robot; (2) data
acquisition, related to the sensor or sensors used to perceive the environment; and (3) classification,
which infers a person from a set of raw data provided by one or several sensors.

In proxemics, the usual method to track people is trying to keep them in front of the robot [4],
since it is the usual place where the sensors are installed. Then, it is necessary to decide which part
of the person is used for follow-up. Usually, it is chosen between head, torso, and legs [5,6]. At [7],
a solution based on the trajectory of the torso is proposed. Using the back of the torso and the shoulder
is described at [8]. At [9], a system based on leg detection that offers good results is presented. Many
researchers use this last approach and this solution has also been chosen in this work.

Regarding data acquisition, it is important to point out that the current scenarios of
RoboCup@home include objects such as table legs or chairs, plant trunks, etc. These objects can
easily be confused with a person’s legs. It is also difficult to track a particular person (i.e., a pair of legs)
in a crowded environment because many obstructions can occur. The method of data acquisition
depends to a large extent on the sensor used. The most widespread approach is to implement solutions
with multiple sensors.

Vision and distance sensors are the most used, as shown in [10]. Considering the first ones,
cameras are prone to gather noisy information, particularly in environments with many people around,
so for our proposal, we chose distance sensors. In particular, LIDAR sensors are used because they are
reliable, affordable, and offer good computational performance. These sensors provide information
about the environment at high frequencies (∼20–30 Hz) and their outputs are easy to process in real
time because each scan consists of a matrix of only a few hundred integers. Each scan consists of a
matrix of only a few hundred integers.

The third issue to deal with has to do with the classification of the environment’s data gathered.
It is necessary to apply an inference and classification solution to process the sensor data. In this work,
the People Tracker package (PeTra), developed by the Robotics Group of the University of León, is used
to identify people in the environment. PeTra uses a convolutional neural network (CNN) to identify
pairs of legs (i.e., people) in the environment in real time.

As mentioned above this work presents a method to track people by using a LIDAR sensor.
The proposed system is based on PeTra, see [11]. PeTra performance has been evaluated compared
to Leg Detector, a well-known tool to track people. PeTra is intended to identify people in the scene,
but it is not able to track people movement over time. The system proposed in this work includes
a location estimates correlation feature, thus the system can track people. The correlation method
has been implemented by using a Kalman filter to correlate location estimates. Moreover, the CNN
design has been optimized to improve performance. The new system has been released as a new PeTra
version and developed as Robot Operating System (ROS) package. The system is available online at
the official ROS Wiki [12] and it is distributed under an open-source license.

The rest of the article is organized as follows: Section 2 presents all the elements used during the
experimental phase as well as the evaluation methodology; Section 3 lists a set of experimental results
obtained after evaluating our proposal; Section 4 presents a discussion of the results; finally, Section 5
presents the conclusions and future work associated with this study.

2. Materials and Methods

To evaluate the accuracy of the proposed system, a set of experiments have been carried
out. These experiments were conducted in the mock-up apartment of Leon@home Testbed [13],
a certified test environment of the European Robotics League (ERL) [14]. Leon@home is in the Mobile
Robotics Laboratory of the Cybernetic Research Module of the University of León. It aims to perform
comparative tests of the robot’s behavior in a realistic domestic environment. Figure 1a shows the plan
of the apartment.

The following sections describe each of the elements used during the experiments and the
methodology used to evaluate the results.
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(a) (b)

Figure 1. (a) mock-up apartment of Leon@home Testbed. (b) Orby-One and KIO device as shown
in [15].

2.1. KIO RTLS

A commercial Real Time Location System (RTLS) has been used to provide ground-truth data.
The KIO device calculates the position of a mobile transceiver, called Tag, in a two- or three-dimensional
space. To do so, KIO uses radiofrequency beacons, called Anchors, located in fixed positions known in
advance. The red markers in the Figure 1a show the location in the apartment of the Anchors during
the experiments. The distribution of the Anchors has been chosen following the method shown in [16].
Figure 1b shows the Tag of the KIO device on the Orbi-One robot, described below, and an Anchor
anchored on the roof of the apartment.

During the experiments, people to be monitored had a Tag of the KIO device with them, to know
their real position. It should be pointed out that the locations provided by the device have an average
error of ±30 cm according to the manufacturer’s specifications. The calibration performed by the
authors of this article shows that this error is greater in some areas and less in others. However,
on average, the manufacturer’s claims are correct. For more details, see [16].

2.2. Orbi-One Robot

The Orbi-One robot, shown in Figure 1b, is a service robot manufactured by Robotnik. The robot
has several sensors, among them, an RGB-D camera located in the head, and a LIDAR sensor located
in its mobile base. It also has a manipulator arm attached to its torso that allows it to interact with
its surroundings. Inside, an Intel Core i7 CPU with 8 GB of RAM allows you to run the software that
controls the different hardware components. This software is based on the ROS framework.

2.3. PeTra

PeTra is a tool which allows identifying people. The system is based on a CNN [17] that uses an
occupancy map constructed from the readings of a LIDAR sensor. The network follows the U-Net
architecture of [18] that was initially developed for biomedical image segmentation. The U-Net
architecture follows a common structure in this type of networks with a contraction route, to capture
the context, and another symmetric expansion route, which allows precise location of a specific pattern.
In our case, the pattern to locate is a pair of legs. Additional details about PeTra’s design and training
can be found at [11].

As shown at [11], PeTra has been developed and evaluated in a mobile robot based on ROS. It has
been implemented as a ROS node with an embedded CNN. For its evaluation, the public dataset
known as Range-based people tracker classifiers Benchmark (RRID:SCR_01574) [19] has been used.
More information about the dataset can be found at [20].
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2.3.1. PeTra operation

PeTra follows a three-steps operation process in real time to get the location of the people in
the scene. First, the data provided by the LIDAR sensor is processed to construct a two-dimensional
occupancy map. Figure 2a shows Orbi-One and one person in the kitchen of the simulated apartment
of Leon@home Testbed. Figure 2b shows the same situation as displayed in Rviz, a well-known
tool by the ROS community that allows visualizing the status of a robot. Yellow markers show the
LIDAR sensor’s readings. The red arrow shows the location and orientation of the Orbi-One robot.
Figure 2c illustrates the occupation map obtained from the readings of the LIDAR sensor in the
previous situation. The occupation map is presented as an image where the white pixels indicate
positions where the LIDAR scan found an obstacle, and the black pixels denote positions where the
scan did not detect any obstacle or did not pass through that position.

(a) (b) (c) (d)

Figure 2. PeTra’s operation steps: (a) Orbi-One and one person in the study area; (b) the same situation
as displayed on Rviz; (c) occupancy map made from the readings of the LIDAR in the previous situation;
and (d) PeTra output after processing the previous occupation map.

Next, the occupation map from the previous step is delivered to the network as input. The network
produces a second occupancy map that represents the areas where a pair of legs has been detected.
Figure 2d shows the output of the network after processing the occupation map shown in Figure 2c.

Finally, a mass center calculation returns the location of the people that is published as a ROS
message in a specific ROS Topic.

2.3.2. PeTra’s New Release

For this work, a new version of PeTra has been released. The system has been modified to correlate
location estimates, and thus be able to obtain the trajectory of each of the individuals within the scene.
In addition, changes in the network design have been included to improve its performance.

The new release is distributed under an open-source license and it is available online [12]. In the
Youtube channel of the Robotics Group of the University of León, readers can find a demonstration
video of PeTra’s new release as shown in Rviz [21]. Further details about these new features are
described below.

Changes on CNN’s Design

CNN’s design of the PeTra’s first release, see [11], follows the U-Net architecture as is.
As mentioned above, U-Net was initially developed for biomedical image segmentation. Thus,
CNN’s design is optimized to recognize a big variety of patterns. PeTra just need to look for a specific
pattern, a pair of legs, represented as two half-circles in the occupancy map, so changes in the initial
design may be done to improve performance. To check it out, cross-validation was carried out at [22]
to evaluate different changes to the U-Net original design by changing the number of layers.

For the new release, some changes have been made to the original design as shown in Figure 3.
The number of layers in the CNN remains five, but the number of output filters in each convolution
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is considerably lower since we just need to look for a very specific pattern. This results in a better
performance which allows PeTra to get more location estimates per second without decreasing accuracy.

Figure 3. CNN’s design used in PeTra’s new release.

Location Estimates’ Correlation

The tracking feature has been made by correlating location estimates over time, and thus be able
to obtain the trajectory of each of the individuals within the scene. This method involves adding a
post-processing phase of the data obtained by the CNN.

A first approximation for this method was presented in [23]. The system presented in [23]
correlates two locations estimates considering its distance. Each estimate at a specific time (t) is matched
with the nearest estimate at time t +4t. The nearest estimate is chosen from the Euclidean distance.
This method is low compute-demanding, but it does not work always correctly when people cross
their trajectories.

This paper presents a solution to the problem of the correlation method described at [23] when
people cross their trajectories. Instead of Euclidean distance, a Kalman filter is used to predict the
direction of each person identified by PeTra. Using a Kalman filter rather than the Euclidean distance
substantially increases the accuracy of correlations since people crossing their trajectories will not
cause a wrong correlation of location estimates.

Kalman filters make up a recursive solution to linear filtering of discrete data. Historically, they
have been applied in numerous fields, especially within the autonomous navigation area. The Kalman
filter is composed of a set of mathematical equations that provide a recursive computational medium
that allows estimating the state of a process, minimizing the mean squared error. Thus, Kalman filters
allow estimates of past, present and future system states [24].

The Kalman filter’s implementation used in this work allows predicting people location estimates
in the next LIDAR’s reading, i.e., the future state of the system. The OpenCV library (version 3.1.1) has
been used to develop the solution.

Figure 4 shows the initial value of the matrices used to initialize the Kalman filter. X (Figure 4a)
represents the initial state of the system where x and y represent the coordinates of a person initial
location. Figure 4b shows the Covariance matrix (P). It defines the uncertainty degree of the initial
state of the system. Depending on the sensor accuracy, larger or smaller values are defined, allowing
the filter to converge faster. P changes its value on each iteration. Figure 4c shows the Dynamics
matrix (A) is the filter’s core. The dynamic model used within our system is the constant velocity
model since we assume that the speed at which the person walks remains constant throughout the
time interval in which the person is tracked. Figure 4d shows the Measuring matrix (H) that defines
the relationship between the filter and the status vector. Figure 4e shows the Process noise covariance
matrix (Q). Q defines the transition between states if there is a change in speed. Finally, Figure 4f
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shows the Measurement noise covariance matrix (R). It defines the reliability of the values measured
by the sensor.

X =


x
y
0
0

 P =


10 0 0 0
0 10 0 0
0 0 10 0
0 0 0 10

 A =


1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1


(a) (b) (c)

H =

[
1 0 0 0
0 1 0 0

]
Q =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 R =

[
1 0
0 1

]
(d) (e) ( f )

Figure 4. Value of matrices used to initialize the Kalman filter. (a) initial state of the system.
(b) Covariance matrix. (c) Dynamics matrix. (d) Measuring matrix. (e) Process noise covariance
matrix. (f) Measurement noise covariance matrix.

2.4. Evaluation

To evaluate the PeTra’s new release, the location estimates have been compared with ground-truth
data provided by the KIO device. PeTra precision error (ePeTra) at a specific time has been calculated
as the Euclidean distance between PeTra’s and KIO’s location estimates (lPeTra and lKIO respectively).
The comparison is made only in case there is a valid PeTra’s estimate, otherwise ePeTra returns a
maximum value. Equation (1) shows ePeTra’s calculation.

ePeTra =

{
Max. range value if @ lPeTra

d(lPeTra, lKIO) if ∃ lPeTra
(1)

Equation (2) shows d(lPeTra, lKIO)’s calculation,

d(lPeTra, lKIO) =

√
n

∑
i=1

(lPeTrai − lKIOi )
2 (2)

where n is the number of dimensions considered. In our experiments, only x and y coordinates
are considered, so n = 2. The z coordinate is constant since a mobile robot moves on the ground.

Evaluation Dataset

To evaluate the PeTra correlation, new data has been gathered. New data was recorded with
the Orbi-One robot stood still in a fixed position of the mock-up apartment while one or two people,
carrying KIO tag, moved in front of it in three different scenarios. In the first scenario, only one person
moved in front of the robot. In the second one, two people moved in front of the robot. Finally, in the
third scenario, two people moved in front of the robot but crossing their trajectories. These scenarios
have been chosen according to different situations that usually arise in robotics competitions such as
ERL or RoboCup. The evaluation dataset is available online at the Robotics Group of the University of
León web site [19].

A Rosbag file was created for each scenario. A Rosbag file is equivalent to a recording of the
robot’s state in a time period. It can be used as a Dataset. Figure 2b shows PeTra working at scenario 1
(one person moving in front of the robot) as visualized in Rviz. The yellow markers show the
LIDAR sensor’s readings. The red arrow shows the location and orientation of the Orbi-One robot.
The beginning of the arrow matches the location of the robot. PeTra’s location estimates are shown in
the center: the red markers correspond to the legs’ location estimates, and the blue letters between
them match the person’s center. Figure 2a shows the camera data recorded by Orbi-One in the same
situation shown in Figure 2b.
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Figure 5a shows PeTra working at scenario 2 (two people moving in front of the robot) as
visualized in Rviz. Figure 5b shows the camera data recorded by Orbi-One in the same situation.

(a) (b)

Figure 5. (a) Robot state as displayed in Rviz at a specific time in scenario 2. (b) Information recorded
by the camera at the same time.

Figure 6a shows PeTra working at scenario 3 (two people moving in front of the robot crossing
their trajectories) as visualized in Rviz. Figure 6b shows the camera data recorded by Orbi-One in the
same situation.

(a) (b)

Figure 6. (a) Robot state as displayed in Rviz at a specific time in scenario 3. (b) Information recorded
by the camera at the same time.

3. Results

The accuracy of the PeTra’s correlation has been evaluated according to the method described in
the previous section. Table 1 shows the mean error and the standard deviation for the three scenarios
described in the previous section, using either the Euclidean distance or a Kalman filter to correlate the
estimates.

Regarding the usage of the Euclidean distance, as shown in the table, the average error of ePeTra
in scenario 1 is 0.41 m. The standard deviation of ePeTra is 0.22 m. In scenario 2, the average error is
0.41 m for the first person and 0.45 m for the second. The standard deviations are 0.15 m and 0.30 m,
respectively. Finally, in scenario 3, the average error is 0.95 m for the first person and 1.04 m for
the second, while the standard deviations are 0.66 m and 0.91 m, respectively.
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If we look out to the usage of a Kalman filter, the average mean error of ePeTra in scenario 1 is 0.41,
while the standard deviation is 0.22 m. In scenario 2, the average mean error is 0.33 m and the standard
deviation 0.16 for the first person; and 0.39 m and 0.12 m respectively for the second one. Finally,
in scenario 3 the average error is 0.42 m and 0.54 m for the first and second people respectively, while
the standard deviation is 0.15 m and 0.21 m.

Table 1. Average error (X̄ePeTra ) and standard deviation (m) using either the Euclidean distance or a
Kalman filter to correlate location estimates.

Scenario Person Euclidean Distance Kalman Filter

X̄ePeTra X̄ePeTra

1 1st 0.41 (±0.22) 0.40 (±0.20)

2 1st 0.45 (±0.30) 0.41 (±0.25)
2nd 0.41 (±0.15) 0.41 (±0.14)

3 1st 0.95 (±0.66) 0.44 (±0.15)
2nd 1.04 (±0.91) 0.39 (±0.26)

Figure 7 shows the evolution of the PeTra accuracy error in the time horizon given by the Rosbag
files recorded in scenarios 1, 2, and 3; using the Euclidean distance to correlate the location estimates.
The blue markers represent the values of ePeTra for the first person in the scene. The yellow markers
represent the values of ePeTra for the second one. The blue and yellow lines represent the moving
average of ePeTra for both people. Moving averages are used to smooth short-term fluctuations and
highlight trends or long-term cycles.

18:21:17 18:21:27 18:21:37 18:21:47 18:21:57 18:22:07
0.0

0.5

1.0

1.5

2.0

PeTra error
PeTra error's Moving Average
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PeTra error's Moving Average for person 2

(a) (b) (c)

Figure 7. ePeTra evolution (m) in time (hh:mm:ss) using the Euclidean distance to correlate the estimates
at scenarios 1 (a), 2 (b), and 3 (c).

Figure 8 shows the evolution of PeTra’s accuracy in scenarios 1, 2, and 3; using a Kalman filter to
correlate the location estimates. The blue markers represent the values of ePeTra for the first person
in the scene. The yellow markers represent the values of ePeTra for the second person. The blue and
yellow lines represent the moving average of ePeTra for both people.
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1.5
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PeTra error's Moving Average for person 2

(a) (b) (c)

Figure 8. ePeTra evolution (m) in time (hh:mm:ss) using a Kalman filter to correlate the estimates at
scenarios 1 (a), 2 (b), and 3 (c).
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Table 2 shows performance information for PeTra’s first and second releases. The first release
publishes location estimates with an average rate of 6.299 Hz, while the second release publishes
them with an average rate of 10 Hz. For PeTra’s first release, considering 373 samples, the minimum
publication interval of location estimates was 0.14 s, the maximum was 0.184, and the standard
deviation was 0.0081 s. For PeTra’s new release, considering 595 samples, the minimum publication
interval of location estimates was 0.089 s, the maximum was 0.111, and the standard deviation
was 0.00326 s.

Table 2. Performance information for PeTra’s first and second releases.

Release Average Rate (Hz) Min. (s) Max. (s) Std. Deviation (s) Window

1st 6.299 0.140 0.184 0.00810 373
2nd 10.000 0.089 0.111 0.00326 595

Table 3 shows some data about resources consumption. According to the table, PeTra’s first release
carried out 383 iterations running during 59.27 s. We call iteration to the time elapsed between getting
the LIDAR’s readings and publishing the location estimates of people in the scene. Thus, PeTra’s first
got an average time of 0.154752 s per iteration. In that time, it consumed 446 % of CPU and 549,288 KB
of memory. PeTra’s new release carried out 1778 iterations running during 59.7053 s. Thus, it got
an average time of 0.03358 s per iteration. In that time, it consumed 430 % of CPU and 247,036 KB
of memory.

Table 3. Resources consumption for PeTra’s first and second releases.

Release CPU Usage (%) Memory Usage (KB) Sample Size (s) Iterations S/Iteration

1st 446 549,288 59.27 383 0.154752
2nd 430 247,036 59.7053 1778 0.03358

4. Discussion

Table 1 shows the mean error and standard deviation for scenarios 1, 2, and 3, using either the
Euclidean distance or a Kalman filter to correlate the estimates. Regarding the Euclidean distance,
the average error is 0.41 m for scenario 1. At this point, it is important to remember that the location
estimates provided by the KIO device have an average error of 30 cm. This expected result confirms
the previous results obtained in [11]. For scenario 2, the results are also consistent with the data shown
in [11]. However, in scenario 3 the value of ePeTra is considerably higher. This is because correlation is
not working when the trajectories of the people in the experiment cross.

Figure 7 allows us to visualize the evolution in time of ePeTra at scenarios 1, 2, and 3. In this case,
it should be pointed out that the fluctuations in scenario 3 correspond to the specific moments where
the trajectories of people cross.

On the other hand, considering the usage of a Kalman filter, Table 1 shows the average mean error
and standard deviation for scenarios 1, 2, and 3. The results in scenarios 1 and 2 are consistent with the
results shown in [11] and also in [23] keeping ePeTra in an expected value. ePeTra value are even slightly
better at scenario 2. Regarding scenario 3, the reduction of ePeTra is considerably high compared to the
results obtained in [23]. Figure 8 also allows us to visualize the evolution in time of ePeTra at scenarios
1, 2, and 3. However, in this case, the fluctuations in scenario 3 disappear.

Regarding the performance, the PeTra’s new release is considerably faster than the previous
release if we look out the average publication rate: 10 Hz for the new release, and 6.299 Hz for the
previous one. Considering the publication interval between location estimates, the minimum value for
the first release (0.14 s) is higher than the maximum value for the new release (0.111 s).

If we look out on resources consumption, the PeTra’s new release demands lower computing
capabilities than the previous release. The CPU usage is slightly lower (3%) with the new release.
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However, memory consumption is considerably lower, in this case, the decrease percentage is 55%.
Considering the number of iterations, the new release performs 78% more than the previous one
during the same time. Thus, the average time per iteration is also 78% higher.

5. Conclusions

This paper presents a PeTra-based system to correlate location estimates using a Kalman filter.
It can be used for different tasks such as improving navigation, improving human-robot interaction,
or even applications related to people’s physical security. To evaluate the performance of the system,
a series of experiments have been carried out that include several people in different situations.
As a result, the experiments show that the PeTra correlation offers good performance in complex
scenarios with up to two people even though they cross their trajectory.

The major contribution of this work is the PeTra correlation itself, which allows people to be
monitored in real time using only the information from a LIDAR sensor. However, in addition,
we want to highlight the technical contribution of this work, which includes a people tracking system
ready to use in any mobile robot that uses the ROS framework. The system has been optimized
for running in platforms with low-computing capabilities and it is especially suitable to be used
in @home competitions. The system is distributed under an open-source license and it is available
online [12].

Although the results are promising, there is a lot of work to be done. Specifically, additional tests
with more than two people in the scene should be done to grant that PeTra keeps working properly.
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