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ABSTRACT The study of cybersecurity incidents is an active research field. The purpose of this work is
to determine accurate measures of cybersecurity incidents. An effective method to aggregate cybersecurity
incident reports is defined to set these measures. As a result we are able to make predictions and, therefore,
to deploy security policies. Forecasting time-series of those cybersecurity aggregates is performed based
on Koopman’s method and Dynamic Mode Decomposition algorithm. Both techniques have shown to be
accurate for a wide variety of dynamical systems ranging from fluid dynamics to social sciences. We
have performed some experiments on public databases. We show that the measure of the risk trend can
be effectively forecasted.

INDEX TERMS Cybersecurity, extended dynamic mode decomposition, Koopman operator, time series
forecasting, threat prediction.
MSC[2010]: 00A72 (General methods of simulation), 93A30 (Mathematical modeling), 65F20 (Overde-
termined systems and pseudo-inverses), 68T10 (Pattern recognition), 37N40 (Dynamical systems in
optimization and economics), 62-07 (Data analysis).

I. INTRODUCTION
Incidents of cybersecurity are ever-present threats com-
promising cybersystems. These events provoke social and
economic losses by outwitting legitimate security systems.
Hence, it is needed to detect, classify, and even predict these
kinds of events to protect ourselves from damages they cause.

Several works have studied cybersecurity incidents and
threats from different perspectives; see [33], [40], and refer-
ences therein. They focus on analysis, detection, and preven-
tion, but no prediction schemes have been provided to set up
proactive measures to avoid the damage in advance.

The first problem one faces performing a predictive cyber-
security model is to define a cybersecurity threat. Several
taxonomies have been proposed in the literature [16], [35],
but there is no consensus on the topic. Hence, one needs to
fix a concrete classification before setting up the model.

How can we decide whether a cybersecurity event is cur-
rently taking place or not in a particular system? Suppose we
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are interested in events concerning only our system connected
to the Internet or another communication network. In that
case, the usual scenario is that we have a firewall between
our system and the Internet; thence, a threat would happen
as an incoming message (a piece of code, an access request,
etcetera) which is, in the end, an incoming chain of words in
some formal language. We only need to learn what chains
of words are likely to appear in malicious traffic but not
regular traffic. Once malicious chains are known, one needs
to design countermeasures to prevent new attacks or malfunc-
tions. Often, we classify malicious traffic into several types of
threats and design a countermeasure for each class. Note that
the definition of an incident and taxonomies to classify varies
from different bibliography sources [16].

Several techniques dealing with the classification of cyber-
security threats deal with the study of reports and often
applying expert knowledge or some automatization or even
machine learning algorithms [24], [33], [40].

Ideally, we demand a tool capable of giving reports of the
level of risk and predict a probability of being attacked in
the near future. This tool may be based on our records of
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activity and expert knowledge [24]. However, that type of
tool is too local in its design though somewhat useful. It is
needed to improve capabilities to anticipate threats and refine
procedures to extend the horizon of valuable predictions.
Remark 1: Predicting the future behavior of some a priori

selectedmeasures of cybersecurity threats yields the ability to
design alerts and countermeasures within systems. However,
trying to predict when and where a concrete cybersecurity
threat is going to happen is nonrealistic, even in the short
term, because of deploying, disseminate, or exploding a threat
is, in the end, a human decision. A more realistic task is
to predict some aggregate measures like the approximate
amount of threats that will occur in a specific (near future)
time window or to predict whether the amount of threats is
going to grow up or not. A solution to this last problem would
lead to a predictive model of the risk trend instead of the risk
itself. This is a coarser approach to the problem, though still
very useful.

In this work, we approach the construction of a mathe-
matical model to predict the risk trend for a cybersecurity
incident to take place. This is a data-driven approach [7]; thus,
we suppose we have some cybersecurity data. We deal with
public malware databases [19] in our experiments.

There are many approaches to the term ‘‘cybersecurity
incident’’ in the literature [16], [35], or [40]; thus, the predic-
tion is sensitive to the definition. However, this work deals
with forecasting reports of cybersecurity threats registered
by outside sources, whatever the definition of ‘‘cybersecurity
incident’’ is used by these sources.

The paper is organized as follows:
• In Section II, we give an introduction to the problem
of forecasting cybersecurity aggregates. After stating
the main formulations of the problem, a natural way of
integrating time-stamped cybersecurity databases into a
time series is presented.

• Section III deals with technical issues about time series
forecasting. Precisely, Koopman’s operator is presented
in combination with its data-driven approximation.

• In Section IV, we discuss a Rolling Cross-Validation
Scheme and define directional measures for the
validation.

• Section V is devoted to running experiments on
an actual Cyber Security database. We perform the
Cross-Validation scheme presented in the previous
section, and we describe the obtained results.

• In Section VI, we describe experiments to improve the
dictionary of observables associated with Koopman’s
operator. Metaheuristic techniques are applied to search
inside the dictionary space.

• Finally, in section VIII, we conclude by briefly synthe-
sizing our findings.

It is worth mentioning the work [33] by Pokhrel et al.
In this paper, the authors perform a Machine Learning
approach to forecasting vulnerabilities on desktop operating
systems. Our results and those of [33] are related because they
also use reports (of vulnerabilities) as data input.

II. AGGREGATES, AGGREGABLE TABLES, AND TIME
SERIES OF AGGREGATES
A. CYBERSECURITY THREATS AND AGGREGATES
There are many actors collecting information of users report-
ing cybersecurity incidents [33], [35], [40]. Typically users
make alerts of incidents. These alerts are processed and clas-
sified; some are stacked and labeled as some kind of incident.
This provides alphanumeric datasets gathering cybersecurity
threat activity in some environments. If these datasets contain
(and often do) time-stamps, one can forecast the behavior of
the dataset and make predictions of near-future behavior of
measures of cybersecurity reports.

The problem of forecasting time series of cybersecurity
threats data can be stated in at least two ways, which we call
‘‘strong formulation’’ and ‘‘weak formulation’’.

1) THE STRONG FORMULATION
The strong formulation of the problem of forecasting cyber-
security threats consists in: collecting data concerning cyber-
security activity and deriving a model whose inputs are
collected data and whose outputs are measures concerning
cybersecurity threats that can be projected to the future and,
hence, capable of making predictions about future measures.

This formulation requires integrating several procedures
due to cybersecurity data being often obtained in an unstruc-
tured format. First of all, data should be in a format that can
be parsed. Secondly, data should be classified into at least two
classes: legitimate and threat activities. These risky activities
could be classified as well into different kinds of threats
according to an a priori established taxonomy. Finally, data
should be transformed into numerical in order to be processed
in a mathematical model.

A strong formulation of the problem is given in [40] in
their so-called Data-driven research methodology. However,
no explicit projection to future predictions is considered
there.

2) THE WEAK FORMULATION
It is assumed that a database of numerical measures of
some kind of cybersecurity threat (malware, IPBoot, or other
threats) is given. These measures come labeled with some
time-stamp, which is often the case in real scenarios because
most of the standards in cybersecurity reporting include some
kind of time-stamp into their mandatory information fields
[48]–[52]. Then, time-stamps are used to build up a time
series of the number of cybersecurity events of some partic-
ular class reported to the specific source we are researching.
This time series will be called a time series of aggregates (see
definition below).

The problem is thus reduced to a weaker form, and it is
ready to be processed with some mathematical model.

B. INTEGRATING A TIME SERIES OF AGGREGATES
Definition 1 (Aggregable Table): An aggregable table is

an n-row m-column table, T, of data where there exists a
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distinguished column containing elements of a totally ordered
semigroup, usually a time set. This last column is called
time-stamp.
Remark 2 (On Databases of Raw Reports): First, we need

to settle the question, which systems are of our interest? It
could happen that the case of interest is not the system itself
but a part of it; the clients’ systems; or some systems out of
our control but of interest. All of these systems usually report
their cybersecurity events.

Then, we establish our sources of cybersecurity incidents.
The incidents are reported in some format, usually, a formal
language containing some information about the event: type
of activity, time-stamp, IP-address, etcetera. All these reports
are then stacked in a database of raw reports (for instance,
see [48]).
Remark 3 (Gathering an Aggregable Table of Cybersecu-

rity Reports): The raw database needs to be refined in order
to get an aggregable table. It is also needed to locate a helpful
time-stamp along with the reports. The step where we refine
the raw database is crucial to building up an aggregable
table. However, it is not straightforward in most cases. The
reports might be presented in a different format depend-
ing on the source. Time-stamps might be non-congruent
among different sources. Even a concrete source might report
non-congruent time-stamps because reports could come up
with the time when the incident happened, the time when the
incident was reported, or even when the report was stacked.
In our weak formulation setting, we assume this refining
step has already been fulfilled. Hence, we will deal with
already refined data, so we only need to fix target features,
the time-stamp feature, and construct our table.

T = Ag.Table (Info.Sour.,Target.Feat.,Stack.Protocol)

Definition 2 (Aggregate Measure on Aggregable Table):
Consider an aggregable n-rowsm+1-columns table Twhere
rows are refined reports{r1, . . . rn} and columns are features
{τ, f1, . . . , fm}.1 The aggregate of table T for time-lapse
dτ > 0 over feature value fk = ξ is given by:

Xdτ
(fk=ξ )(t) =

∫
T
dτ [fk = ξ ] =

:= #

i
∣∣∣∣∣∣

πk (ri) = ξ

t · dτ ≤ π0(ri) < (t + 1)dτ

 .
This is a scalar time series depending on t ∈ Z, and will be

called time series of aggregates
∫
T
dτ [fk = ξ ]. If there is no

confusion, we will denote it just by Xξ (t).
Remark 4: The time-lapse dτ should be (ideally) infinites-

imal in the sense of non-standard calculus, see [21], but it is
sufficient to assure that dτ is small enough compared with
the whole time-window of the table

|max(π0(ri))−min(π0(ri))|

1It is assumed that time-stamp τ is located on the 0-th column and it is an
additive semigroup of R

FIGURE 1. Integrating a time series of aggregates from a database of
reports (rows). One feature (column) is a time-stamp.

FIGURE 2. Integrating a time-stamped table to a time series of
aggregates.

Remark 5: There are other possible aggregatemeasures on
an aggregable table yielding time series of aggregates. For
instance, one could focus on some concrete values for several
features fk1 = ξ1, . . . fks = ξs yielding the time series∫

T
dτ

 s∧
j=1

(fkj = ξj)

 =
= #

i
∣∣∣∣∣∣

∧s
j=1(πkj (ri) = ξj)

t · dτ ≤ π0(ri) < (t + 1)dτ


In general, if P is any first-order sentence with non-

time-related features of the table as arguments, and dτ is
a time-lapse, then one might build up an aggregate on the
table as∫

T
dτP = #

i
∣∣∣∣∣∣

P(ri) = true

t · dτ ≤ π0(ri) < (t + 1)dτ


C. FORECASTING TIME SERIES OF AGGREGATES
Let us assume that we have computed our target time series

x(t) =
∫
T
dτP.

Our next step is to perform forecasting of such a time series
to obtain valuable information to describe the threat environ-
ment or even to fed back our security measures or policies.
Remark 6 (Time-Series Forecasting): This is a classical

and still very active research field. There are many tech-
niques for forecasting and predicting time series. Hence, there
are multiple options to forecasting time series of aggregates
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of cybersecurity reports. Several recent studies face some
points of the problem we state here. Some examples range
from the description of advanced persistent threats [24] to
the optimization of provisioning in cloud computing [14],
and hyper-parameter optimization of machine learning algo-
rithms on vectorial databases [10], and to the detection and
removal of redundancies [9].
Remark 7 (Data-Driven Methods): Data analysis is used

to set up a linear model to describe the behavior of a target
time series x(t). We emphasize the term ‘‘data-driven’’ in
order to highlight that no expert knowledge is assumed.
Remark 8 (Artificial Intelligence): The 2017 paper [33]

by Pokhrel et al. performs a Machine Learning approach to
forecasting vulnerabilities on desktop operating systems. Our
results and Pokhrel et al. results are related because they
also use reports (of vulnerabilities) as data input. However,
the tools are quite different because our approach is entirely
data-driven based.We only useMachine Learning techniques
in the last step to develop parameters and optimize some kind
of directional measures.

III. DATA-DRIVEN FORECASTING OF TIME SERIES OF
AGGREGATES
A. ON KOOPMAN’S OPERATOR
Koopman spectral analysis [6] is an operator-theoretic per-
spective of dynamical systems, first introduced in the 1930s
by B.O. Koopman [25], [26] to study nonlinear dynamics
associated with Hamiltonian flows. The Koopman opera-
tor is an operator on the infinite-dimensional Hilbert space
of observable functions. Recently, Koopman’s analysis has
made possible interesting breakthroughs in the study of
asymptotic dynamics of complex systems [29], [30]. There
is a growing interest in operator-theoretic approaches for
analyzing dynamical systems based on the Koopman oper-
ator [25], [30]. The Koopman operator allows studying the
evolution of observables, which are good functions of state
vectors, in a function space.

Suppose that we have a dataset of cybersecurity events
of some kind (via cybersecurity reports, network traffic).
We consider the alphanumeric aggregable table T of data

R =


r(1)
r(2)
...

r(m)

 .
Assume also that one has decided the first-order logic

sentence P involving the features, and integrated a time series
of aggregates

x(t) =
∫
T
dτP

running on the time-stamp. Then, we face the problem of
finding out a dynamic model,

x(t + 1) = f (x(t)), (1)

describing the behavior. The above dynamic model can
be obtained through the Koopman operator K, which is
defined [41] as an infinite-dimensional linear operator act-
ing on Lebesgue square-integrable observables g : M ⊆

R1×n
→ C such that

K[g](x) = g(f (x)).

Hence, the analysis of the above nonlinear dynamics can be
lifted to a linear (but infinite-dimensional) regime because the
associated Koopman system is set up as follows.
Definition 3 (Koopman System): Given a time series

S =
(
M = R1×n, f ,N

)
,

consider the C-algebra of Lebesgue square-integrable func-
tions (observables) F(M) = $2(M,C) and the Koopman
linear system over F(M) given by

Koopman(S) = (F(M),K(f ),N)

where K(f ) = K is the operator

K : F(M) −→ F(M)
(φ :M→ C) 7→ K[φ] = (φ ◦ f :M→ C)

In terms of dynamic equations, Koopman system
Koopman(S) is

φt+1 = K[φt ]

Remark 9: Koopman system associated with a time series
is linear due to the linearity of composition. Thus Koopman
system is a C-linear dynamical system, but the underlying
state-space is infinite-dimensional. Therefore, analyzing a
nonlinear dynamical system with finite-dimensional state
space is traded by analyzing a linear infinite-dimensional
dynamical system through the Koopman operator. This
approach has been considered to study complex phenomena
employing different implementations ranging from robotic
control, image processing, and nonlinear system identifica-
tion; see [41] and references therein.

B. DATA-DRIVEN APPROXIMATION OF KOOPMAN’S
OPERATOR: DYNAMIC MODE DECOMPOSITION
Dealing with concrete experiments and calculations, one
needs to obtain a good finite-rank approximation to the linear
Koopman operator that estimates the original dynamics.
The Extended Dynamic Mode Decomposition (EDMD)

yields a finite-dimensional operator (and hence a matrix K ),
which approximates Koopman operator K.
Remark 10: Dynamic Mode Decomposition (DMD) was

introduced in [38]. It currently has a wide application range
in computational fluids and in other research fields where
nonlinear behaviors do appear. It may also be applied when
the dynamic is unknown or there is a lack of natural laws
governing the dynamics. An extended non-algorithmic def-
inition of EDMD was set up in [42]. Suppose that some
sampling of an unknown dynamic model (1) is given,
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{(x1, y1), . . . , (xm, ym)}. Then the EDMD is performed [42]
in terms of the data matrices

X = [x1, . . . , xm] , Y = [y1, . . . , ym]

and it provides the best linear approximation of K(f ) based
on our data pairs {(x1, y1), . . . , (xm, ym)}.
Definition 4: Let M = R1×n be the state-space and{
x(0), . . . , x(m)

}
⊆ M a dataset. Consider the problem of

approximating a time series provided by the dataset such that
x(t + 1) = f (x(t)) by using a Koopman operator as will
be described in the following. The C-free set of observables
D = {g1, . . . , gs} ⊆ F on which the Koopman operator
acts is known as the Dictionary of observables. Moreover,
the vector

Eg =


g1
g2
...

gs

 :M→ Cs

is known as the vector of observations
Remark 11: Let n be the number of target variables, s the

cardinal of the free set of observables, and m the number of
samples or rows of the dataset. In practice, the order relation
n < s < m is usually satisfied.

We state below the main theoretical result we will need in
what follows and in our experiments. This result was already
noted in [42], and [45, §2.2, §2.3]; but the proof of the result
is given here in detail.
Theorem 1: Let

x(t + 1) = f (x(t))

be a one-dimensional dynamical system (i.e. n = 1). Let
{g1, . . . , gs} be a dictionary of observables, and assume
g1(x) = x. Define

K =
[
1 0 . . . 0

]
· Y1 · Y

†
0 ,

where

Y0 =
[
Eg(x(0)) . . . Eg(x(m− 1))

]
∈ Cs×m

Y1 =
[
Eg(f (x(0))) . . . Eg(f (x(m− 1)))

]
∈ Cs×m

and Y †
0 denotes the pseudo-inverse of the matrix Y0. Then, K

is the least squares/minimum norm solution to the Koopman
operatorK(f ) restricted to the vector subspace 〈g1, . . . , gs〉 ⊂
F(R).

Proof: Consider the data matrices

Y0 =
[
Eg(x(0)) . . . Eg(x(m− 1))

]
∈ Cs×m (2)

and

Y1 =
[
Eg(f (x(0))) . . . Eg(f (x(m− 1)))

]
=

=
[
Eg(x(1)) . . . Eg(x(m))

]
∈ Cs×m (3)

From the Koopman operator properties, it follows that

KY0 = K
[
Eg(x(0)) . . . Eg(x(m− 1))

]
=

=
[
Eg(f (x(0))) . . . Eg(f (x(m− 1)))

]
= Y1

Hence, any approximation matrix K to infinite-dimensional
operator K that operates onto the s-dimensional subspace
generated by the observables

K : spanC {D} −→ spanC {D}

must approximate the linear equation

Y1 = K · Y0

On the other hand, by the properties of Moore-Penrose
pseudo inverse, we obtain the minimum Frobenius norm
solution to the optimization problem

Y1 · Y
†
0 = argmin {‖AX − Y‖F } ,

where ‖A‖F = +
√
AA∗ denotes the Frobenius norm.

Now we recall that the first observable g1(x) = x is in fact
the identity function, hence above equality now reads

K · Y0 = K


x(t)

g2(x(t))
...

gs(x(t))

 =


x(t + 1)
g2(x(t + 1))

...

gs(x(t + 1))


and, consequently, the approximated time series is obtained as

x(t + 1) =
[
1 0 . . . 0

]
· K ·


x(t)

g2(x(t))
...

gs(x(t))


Remark 12: The above method is, in fact, a particular case

of the exact EDMD method. The reader can see in [42]
a complete formulation of exact DMD algorithms both in
sequential and non-sequential data [42, Algorithms 1,2]. Note
that both algorithms are near identical in their original setting
[42, Remark 2] and that the key issue is to manage data pairs
{(x1, y1), . . . , (xm, ym)} such that yk = f (xk ).

Note that in the sequential case, one also has yk = xk+1.
This property is observed in our case below since our data is
obtained as a time series. However, yk = xk+1 is not needed
in the general setting where it is only demanded that each y
happens to be the successor of the corresponding x.

C. DICTIONARIES OF OBSERVABLES
The choice of the vector Eg of observables (equivalently,
the dictionary D of observables) is crucial for the method.
In [44], it is proved that the accuracy and rate of convergence
of DMD depend on D, whose elements span the subspace
of observables FD ⊂ F . Possible choices of elements of D
include: polynomials, Fourier modes, radial basis functions,
and spectral elements; but the optimal choice of basis of
functions likely depends on both the underlying dynamical
system and the sampling strategy used to obtain the data.
Unfortunately, there is no method to select a good dictionary,
and, in general, the choice depends on the dynamic that is
going to be approximate.

Since our data-driven method considers no a priori knowl-
edge of any property of the dynamic, we need to make a blind
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choice of the dictionary. Due to the lack of prior knowledge
about the underlying dynamical system, any of these sets
would be, in principle, a reasonable choice for D.

The first experiment in section V involves some very basic
dictionaries that have been chosen to obtain some results.

In the further experiment in section VI, a dictionary opti-
mization is developed for each database studied by perform-
ing several trials and feeding back the results using adequate
metrics on the predictions.

IV. VALIDATION
A. VALIDATION OF THE MODEL
We evaluate the models by Cross-Validation (CV) with a
rolling scheme. We compute three directional measures and
report the average overall folds. All folds have the same size,
which is a fixed constant along with the validation method.

Several error measures are commonly considered for eval-
uating forecasting accuracy. Measures based on the sum
of squares of errors are usually computed in the case of
parametric-based models. Nevertheless, these measures are
biased because significant errors are over penalized; hence
both trend and direction of data are not considered [4]. In this
work, accuracy is computed by using directional measures as
follows.
Definition 5 (Directional Measures of Forecasted Time

Series): Assume
(x1, x2, . . . , xm)

are the test-data and x̂i is the forecasted value of xi. Let
True[P] be the true value of the sentence P; that is, True[P] =
1 if P does hold and True[P] = 0 if it does not. Then, accu-
racies are defined below based on whether predictions and
the true values of the time series ‘‘have the same direction’’.
To be precise, we define:
• Directional Accuracy is given by

DA(i) =


1 if (x̂i+1 − x̂i) · (xi+1 − xi) > 0
1 if x̂i+1 = xi+1 = xi
−1 otherwise

• Directional forecast Value

DV (i) = |xi+1 − xi| · DA(i)

• Mean Directional Accuracy

MDA = mean of DA(i)

• Mean Directional forecast Value

MDV = mean of DV (i)

MDA and MDV are obtained for each time-window. Then,
we compute the average along all time-window data. Nowwe
propose a new directional accuracy measure:
Definition 6 (Normalized Forecast Values):
• Normalized Directional forecast Value

NDV =

∑
DV (i)∑
|xi+1 − xi|

• Mean of Normalized Directional forecast Value

MNDV = mean of NDVover all data windows

MDA and MNDV range between −1 (which means that
predictions do not match the directions of real time series),
and +1 (in the case of all predictions do match).

B. DATA-DRIVEN IMPROVEMENT OF DICTIONARIES
Former algorithms MDA and MDV are stated in terms
of a static dictionary D which contains an identity func-
tion. Hence Eg(x) = [x, g1(x), . . . , gs(x)]t is a constant
vector of functions. However, a search of optimal observ-
ables might be performed through of Artificial Intelligence
methods.

Once a validation method has been established, MDA and
MDV for a cross-validation rolling scheme become objective
functions to maximize. Hence, it makes sense to introduce
dynamic dictionaries. In our subsequent experiments, we start
by validating our method over some static dictionaries. Later
on, we introduce dynamic dictionaries. These are dictionaries
that depend on some parameters and show that the score
function is improved.

V. AN EXPERIMENT
We will base our experiment on a Canadian corporation [19]
public database of Adware events. An Adware captures the
user’s browser or other parts of the system to overflow it
with unwanted ads. There are different types of Adware,
each of them presenting its particular behavior. Some assail
with advertisements; others download unsolicited plug-ins
or applications; others track the user’s Internet activity and
inform their owner to sell information. Some adware even
acts as a ‘‘man-in-the-middle’’ attack and redirects all traf-
fic through the user’s system. Adware can collect personal
information by tracking the visited websites or logging the
pressed keys at its most extreme level. This aspect of Adware
is very similar to spyware. Adware aims to generate income
for its owner, who earns money each time the user clicks on
one of the displayed advertisements. They can also sell their
browsing data to third parties.

A. THE DATA
The CSV files were stacked and transformed into an aggre-
gable table format so that each row, r(i), is a cybersecurity
report containing 85 alphanumeric attributes of the event. Our
dataset consists of roughly 425.000 rows. Hence, table T has
425.000 rows and 85 columns and is an aggregable table in
the sense of 1. Denote by r(i) the i-th row of the dataset and
Rj(i) the j-th component of the i-th row. Here, the features that
we will consider to form the aggregate time series are:

• The timestamp of i-th report, which is located at 7-th
entry, r7(i).

• The threat label of i-th report, which is located at 85-th
entry, r85(i).
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B. THE TIME SERIES
We integrate two attributes along the table T and select a
determined threat. We set up the time series of how many
threats have been reported in some time-interval by using
the time stamp. An interval of dτ = 10′ has been selected.
Hence, we obtain the time series

(XAdware(t))2640 =

∫
T
dτ [r85 = Adware]

of how many Adware events have been reported to the Cana-
dian corporation every 10 minutes during 44 hours. This time
series is our object of study in experiments.
Remark 13: Note that once we have forecasted the series,

we do not have an estimation/prediction of how many
adware events will occur in the (say) next 10 minutes inter-
vals. We will estimate of how many adware events will be
reported to the corporation in (say) the next 10 minutes
intervals.
Remark 14: Note also that we have not considered most

information in the reports. Of course, it is possible to consider
more features to show correlations between them or even
to give a more complex model than how-many-events-time
series. We recall that dynamic mode decomposition below
and, in a more general setting, the Koopman operator method
allows to manage vectorial time series and even dynamical
control systems containing external inputs.
Remark 15: Note that the data we are considering had

been preprocessed in advance. However, when working
with data from other sources, the preprocessing step is
of vital importance. Concerning time series, this usually
consists of filtering the signal with a low pass filter and
replacing the time series with a rolling average calculated
from it.

C. THE MODEL
A fully data-driven method is chosen: The EDMD algorithm
for sequential data of a time series

Algorithm 1: Approximating K as in Theorem 1
Input: {x(t), x(t + 1), . . . , x(t + m− 1)}, Eg

/* List of values in the time
series & dictionary */

Output: K /* LSS approximation */
Function Koopman({x(t), . . . , x(t + m− 1)}, Eg):

Y0←
[
Eg(x(i)) . . . Eg(x(i+ m− 1))

]
;

Y1←
[
Eg(x(i+ 1)) . . . Eg(x(i+ m))

]
;

K ←
[
1 0 . . . 0

]
· Y1 · Y

†
0 ;

return K ;
End Function

By using Algorithm 1, we calculate a predictor K from
which we get the dynamic equation x̂(t + 1) = K · Eg(x(t)).
This leads to the procedure, OneStepPred, we are propos-
ing as technique: Obtain(s) 1 step prediction by means of
Data-Driven Koopman method over s term of a time series.

The idea of forecasting the one step trend of cybersecurity
reports in the next temporal horizon.

In that sense, our approach consists in the following:
1) Whenever we receive a new sample x(T ) of the data

we calculate K using algorithm 1 for input {x(T −
m), . . . , x(T )} and Eg some dictionary of observables,

2) then we calculate prediction x̂(T + 1) = K · Eg(x(T )),
3) we wait for next sample x(T ) and when received we go

back to point 1

Procedure OneStepPred
Input: x(t), Eg, s
while we keep receiving values x(T ) do

K ← Koopman({x(T − s), . . . , x(T )}, Eg);
x̂(T + 1)← K · Eg(x(T ));
wait for next x(T );

return x̂;

D. STATIC DICTIONARIES OF OBSERVABLES
EDMD requires also a choice of a so-called Dictionary of
observables, which are free (in the sense of Linear Algebra)
families of functions. This choice is another hyper-parameter
of the model also subject to further optimization. In our
experiment we chose three static dictionaries:

D1 = {x, 1, sin x, cos x, sin 2x, cos 2x} ,

D2 =

{
x, 1, x2, x3, x4

}
,

D3 = {x, 1, sin x, cos x} . (4)

E. VALIDATION RESULTS
Cross Validation (CVAL) and Out of Sample (OOS) are
validation approaches in forecasting. OOS methods, like
Rolling Cross Validation (RCV) are specially designed for
time dependent data. In this paper, a RCV is performed by
means of successive validations over data by using windows
of size m. Each data window has one more point at the end
and one less at the beginning (N − m + 1 windows). Each
data window is divided into a training data (p%) and a test
data ((100− p)% at the end).

Koopman matrix K is approximated with the training data
at each step. Forecast values are computed over the cor-
responding test data sets. Validation was performed using
MATLAB.

Above tables 1 and 2 show MDA, MDV and MNDV
measures obtained by Rolling CV with p = 60% and two
different window sizes: 24 points (4 hours), and 48 points (8
hours). These two time intervals are sufficiently significant
for the 44 hours of collected data. Table 1 shows results
for real Adware time series, while Table 2 shows results for
standardized data. It is worth noticing that results show that
our procedure fairly forecasts the directions of data. Best
results are obtained for dictionaryD3 with window size= 48
points.
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Algorithm 2: Calculating Forecasted Values for the (1−
p)% Testing Area of a Window

Input: {x(t), . . . , x(t + m)}, Eg, p /* Window of
the time series, dictionary &
perc. */

Output: {x̂(t + p ∗ m+ 1), . . . , x̂(t + m+ 1)}
/* forecasted values in the
testing area */

Function PredictTest({x(t), . . . , x(t + m)}, Eg, p):
K ← Koopman({x(t), . . . , x(t + m ∗ p)}, Eg);
x̂ ← { }
for i← m ∗ p to m do

x̂.append(K · Eg(x(i))
end
return x̂;

End Function

Algorithm 3: Rolling Cross Validation
Input: x(t), Eg, m
Output: MDA
x ← { };
x̂ ← { };
for each disjoint window w← {x(t), . . . , x(t + m)}
do
x̂.concatenate(PredictTest(w, Eg, p));
x.concatenate({x(t + m ∗ p), . . . , x(t + m)});

returnMDA(x, x̂);;

FIGURE 3. MDA and MNDV for rolling CV as function of p.

Figure 3 shows the MDA and MNDV for our rolling CV
method taking into account 48 data and training percentages
ranging from p = 20% to p = 80%. We put this results in
order to take into account how do those accuracy measures
vary as a function of training percentage p. For this concrete
experiment one can see that best option to train the method is
a percentage of around p = 70%.
Consider the three dictionaries in (4). Forecasted values

within the validation are depicted in figures 4, 5, 6, 7, 8 and 9.
For each graph, there are four elements that should strike our
attention:

TABLE 1. Directional measurements obtained by Rolling CV procedure of
adware time series data.

TABLE 2. Directional measurements obtained by Rolling CV procedure of
adware time series data.

FIGURE 4. Execution of the algorithm with dictionary D1 and window
size 24.

1) The blue line represents the real time series x(t) of
adware events for each time t .

2) The orange line represents the prediction x̂(t) done
inside the validation process.

3) The red dots represent DA(t) for each time t they are
placed on top of y = 0 if the prediction had the same
trend as the time series (that is when DA(t) = 1) and
placed under y = 0 if not (that is when DA(t) = −1).

4) The vertical dashed lines represent a separation
between predictions. As we are representing the cross
validation method there exists a gap between each test-
ing block. Precisely, this is the gap formed by the 70%
of the window used for training.

VI. A SECOND EXPERIMENT: TOWARDS BETTER
DICTIONARIES
In this section, we discuss how to correctly choose our dic-
tionary D; results could be improved by predicting the time
series with appropriately chosen dictionaries. Presumably,
the best dictionary to use depends on the data being handled.
For example, it seems natural to use harmonics on rhyth-
mical data or polynomials on data that is sufficiently stable
(smoothly changing). However, big chunks of data do often
appear in real-world applications. Thus, trends are difficult to
infer just by looking at the time series. Choosing a dictionary
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TABLE 3. Directional measurements obtained by Rolling CV procedure of
standardized adware time series data.

that maximizes the prediction score can be treated as an
optimization problem. As we are facing a general problem,
metaheuristics seem a good approach. We will be using two
very known techniques to maximize an objective function O
which we assume is differentiable. Namely:

1) Gradient ascent
2) Simulated annealing

A. OBJECTIVE FUNCTION
The objective function O : R × . . . × R → R is going
to be defined in terms of the MDA score defined in IV-A.
For every parametrized dictionary D(θ1, . . . , θl) we will be
calculating the average MDA score for a cross validation
scheme with window size 24 where the first 14 elements are
taken as training data and the last 10 as test. That is MDA
will be calculated for the training data of each window and
doing the average over all the windows. The reason why
we used a window of size 24 is that previous experiments
showed little difference in the results as the window size
varied. The main purpose of this experiment is establish-
ing a link between good choices of dictionaries and better
predictions.

B. EXPERIMENTING WITH PARAMETRIZED DICTIONARIES
When parametrizing the family of free dictionaries, it is
important to notice how changes in the dictionary do not
affect the Koopman operator if the spanned subspace is not
extended. Hence, when introducing variability to a dictionary,
it has to be done in a non-linear fashion.

We choose two families of free dictionaries. It is presumed
that the goodness of their fit will depend on the nature of the
data.

1) (PRESUMED) PERIODIC DATA
Let Dharm : N × R → P(F) be a function that maps each
pair (n,T ) to a dictionary of harmonics:

(n,T ) 7→ {x, 1

cos
(
2πx
T

)
, . . . , cos

(
2πnx
T

)
,

sin
(
2πx
T

)
, . . . , sin

(
2πnx
T

)
}

In this experiment, we will be exploring the parameter
space N × R to find a local maximum of the MDA function
using the gradient ascent technique.

TABLE 4. Directional measurements obtained by Rolling CV procedure of
standardized adware time series data.

FIGURE 5. Execution of the algorithm with dictionary D2 and window
size 24.

FIGURE 6. Execution of the algorithm with dictionary D3 and window
size 24.

2) POLYNOMIAL DICTIONARY
Let Dpoly : {0, 1}7 → P(F) be a function that maps each
septuple of zeros and ones to a polynomial dictionary:

(bi)i=0,...,6 7→
{
x, δb011, δb11x, . . . , δb61x

6
}

We will be using simulated annealing to find the best
septuple that maximizes the MDA function. The neigh-
bour function in the simulated annealing technique is calcu-
lated with a random walk inside the Hasse diagram of the
power set of the 7-element set

{
1, x, x2, . . . , x6

}
ordered by

inclusion.
Just the first 7 elements of the infinite basis of the poly-

nomial family have been chosen; the number of elements
and their degree has an influence in the performance of the
program thus should be tweaked according to that fact.

C. STEEPEST GRADIENT
We start by optimizing the objective function MDA ◦ Dharm
for the dictionary of harmonics using the steepest gradient
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FIGURE 7. Execution of the algorithm with dictionary D1 and window
size 48.

FIGURE 8. Execution of the algorithm with dictionary D2 and window
size 48.

FIGURE 9. Execution of the algorithm with dictionary D3 and window
size 48.

heuristic. We see how we start with parameters N = 8 and
T = 100 which give a score MDA = 0.279 and after a
gradient ascent technique we reach a local maximum at N =
27 and T = 9 where the objective function is MDA = 0.29.
In 10 there is a graphical representation of the evolution of
MDA through the steepest gradient execution and in 11 we
see how this prediction adjusts to the data.

D. SIMULATED ANNEALING
The second optimization problem is discrete, it can be
rephrased as choosing the best 2 combination of numbers
within 5 numbers. As it is not continuous it is naturally
approached with the simulated annealing technique. We want

2where best is defined in terms of maximizing MDA

FIGURE 10. Gradient ascent for harmonics.

FIGURE 11. Predicting with tuned dictionary of harmonics.

FIGURE 12. Simulated annealing technique on the dictionary of
polynomials.

to maximize an original score given by dictionary D ={
x, x2, x4, x5

}
of MDA = 0.45. We get a score of MDA =

0.59 with the dictionary D =
{
x, x5

}
after executing the

simulated annealing procedure over our space of parameters.
In 12 we see the evolution of the objective function on every
update of the simulated annealing procedure and in 13 we see
how the prediction adjusts the data.

E. FURTHER COMMENTS
1) It is worth noticing that correctly tuning the dictionary

used to forecast values substantially improves the score
obtained by an arbitrary dictionary. Hence, tweaking
the dictionary is proposed as a key step when using
our predictor. In addition, this should serve as encour-
agement to search for new techniques in order to find
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FIGURE 13. Predicting with tuned dictionary of polynomials.

better dictionaries. In that sense, we pursue a streaming
procedure sensible to newly arrived data. The choice of
dictionary deeply affects the quality of the prediction
and, therefore, feedback from new samples should be
employed to tune the dictionary. These samples being
managed in a pay-as-you-go fashion.

2) The results provided in this article have been obtained
considering the temporary data of Adware-type cyber-
attacks. In the case of having two different types of
attacks, one could ignore this aspect and carry out the
same procedure that we have exposed. However, when
the nature of the attack types differs too much from one
to another, the aggregate time series can also follow
very different patterns. This suggests that ignoring this
aspect may lead to less accurate than desired results.
An alternative way of predicting the risk trend in a
situation like the one described above would be to treat
the two cases separately and take the sum of the two
predictions as the final prediction. The multi-attack
risk prediction problem should be addressed in the
future.

3) The experimentation taken in this article deals with
a particular case of the general formulation given in
Section II-B, namely, the case in which ri is a discrete
(in fact, binary) random variable. There are many other
situations in which our procedure can be applied. For
instance, one can monitor social networks and predict
the trend of risk of fake news appearing [13]. How-
ever, our procedure can also be used in the contin-
uous case through a previous discretization process.
Discretization processes use to be characterized by
giving thresholds. In our situation, this can easily be
formulated as follows: define the first order sentence
P(ri) = πk (ri) > a and apply Remark 5. This might be
particularly useful in intelligent environmental control
systems [20]. Here, we can define a risky situation as
one in which the temperature, humidity, or any other
variable of interest, takes a value greater (or lower) than
a given threshold. Our procedure can be understood,
in this situation, as a way to predict the trend of risk of
having an extreme environment.

VII. DISCUSSION
The previous experiments show how this prediction method
can benefit substantially from a correct choice of parameters.
On the one hand, in the first set of experiments, we noticed
how the best results were obtained with the third dictionary
D3 for window size = 48 points and a training percentage
of around 70%. This is a choice that is highly dependent on
the data we are treating, so we suggest a fine-tuning of these
parameters when considering applications of the method
described in this article. One way of doing this is using any
of the grid-search implementations available. On the other
hand, it is also important to notice how the choice of the
dictionary involved in the prediction affects the prediction
accuracy. The application of meta-heuristics to this particular
problem is of great benefit. Precisely, the steepest-gradient
technique has been applied to accurately choose a dictio-
nary of harmonics. This technique increased the score from
MDA = 0.279 to MDA = 0.29. Since the data used was not
periodical, this increase is valuable. Moreover, applying the
simulated annealing technique to a dictionary of polynomials
had the greatest impact on precision, increasing the score
from MDA = 0.45 to MDA = 0.59. This set the maximum
value within all experiments.

VIII. CONCLUSION
A concrete procedure to obtain predictions about cybersecu-
rity measures from cybersecurity reports is given. The proce-
dure relies on a weak statement of the problem by assuming
that a time-stamped database of numerical measures of some
cybersecurity threat is given. In the stronger formulation of
the problem, the data shall be collected and ulteriorly aggre-
gated into a table.

Next, a time series is integrated from the table; this time
series is forecasted using data-driven methods. Finally, pre-
dictions are validated employing Cross-Validation of direc-
tional measures.

First experiments of an EDMDmodel to forecast the num-
ber of cybersecurity reports in a concrete environment (which
are datasets of reports of Android malware gathered by some
providers) show acceptable forecasting for data direction.
Hence, it is worth improving this kind of data-driven methods
in the future.

Moreover, metaheuristics have proven themselves useful in
the parameter tuning technique to select suitable dictionaries
for building up the model. We leave for future work the
development of a genetic algorithm to tune the dictionary of
observables.

In this work, the dependency relation between the size of
the prediction time window and the precision of the model’s
predictions has not been studied. Knowing how large the size
of the prediction time window can be before the model loses
too much precision is of great relevance. It is worth men-
tioning that the automatization of the procedure presented
in this work would allow a statistical study to be carried out
easily.
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As a final remark, we would like to note that the pro-
posed forecasting method would apply to any time series.
Hence, if one is provided with any time-stamped dataset,
the aggregation procedure produces a time series, no mat-
ter the original data properties. Thus any dynamic process
can be forecasted following the steps: 1) integrate the
time series from your time-stamped data, 2) forecast the
time series using some Koopman-based method, 3) opti-
mize dictionaries, hyper-parameters. Hence, some interest-
ing and data-intensive research fields like cybersecurity (for
instance, web credibility [13], risky behaviors in private
cyber-activity [11], models of cyberattack detection [2], and
dynamic monitoring systems) or infectious models (like [1],
[3], and [12]) are fields of application of the prediction tools
presented in this paper.
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